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Air-sea interface in hurricane conditions

Alexander Soloviev,
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1,2 Soloviev, A., A. Fujimura, and S. Matt (2012), Air-sea interface in hurricane conditions, Improving hurricane prediction models requires better understanding of complex processes taking place at the air-sea interface at high wind speeds. The change of the air-sea interaction regime in hurricane conditions has been linked to the mechanism of direct disruption of the air-sea interface by pressure fluctuations working against the surface tension force. This can be achieved through the Kelvin-Helmholtz type instability. In order to investigate this mechanism, we have conducted a series of 3D numerical experiments using a volume of fluid multiphase model. The experiments were initialized with either a flat interface or short wavelets and wind stress applied at the upper boundary of the air layer. The direct disruption of the air-water interface and formation of two-phase transition layer were observed in the numerical model under hurricane force wind. The vertical profiles of density and velocity in the transition layer were consistent with the regime of marginal stability, which permitted estimation of the lower limit on the drag coefficient under hurricane conditions. This limit was appreciably lower than the wave resistance law; though, it was gradually increasing with wind speed. The numerical experiments with imposed short wavelets demonstrated the tearing of wave crests, formation of water sheets and spume ejected into the air, smoothing of the water surface, as well as quasiperiodic structures on the top of wave crests resembling the Tollmien-Schlichting instability. This study can help in developing a framework for combining the effects of the two-phase environment with the contribution to the drag from waves.


1. Introduction

[2] Improving numerical weather prediction tropical cyclone models requires a better understanding of complex processes taking place in the oceanic and atmospheric boundary layers at very high wind speeds. The role of sea spray in this process is not yet completely understood. Estimates provided by Soloviev and Lukas [2006] and Inge† [2010] suggest that, in the framework of existing sea spray generation functions [e.g., Andreas, 1998], the reduction of turbulent friction due to buoyancy effects associated with the entrainment of spray droplets in the airflow has a relatively small effect on the drag coefficient when referred to a standard 10 m height. Furthermore, the wind loses a part of its momentum to accelerate the spray, which should result in a slow increase of the drag coefficient with wind speed rather than its decrease.

[3] Contribution of waves and inertial currents can significantly influence the air-sea drag coefficient and momentum exchange in hurricanes [Kukulka et al., 2007; Kukulka and Hara, 2008; Fan et al., 2009]. Surface waves are also a source of turbulence in the upper ocean [Wang and Qiao, 2008; Babanin and Haus, 2009; Qiao et al., 2010]. However, our work is focused on the estimation of the effect of the two-phase environment at the air-sea interface on the drag coefficient. Merging this parameterization with the wave parameterizations is the subject of future work.

[4] In this paper, we further develop the hypothesis formulated by Soloviev and Lukas [2006] that the change of the air-sea interaction regime in hurricane conditions is associated with the mechanism of breakup of the interface into droplets or spray. In his laboratory experiment, Koga [1981] observed the direct disruption of the air-water interface by pressure fluctuations working against surface tension, accompanied by intense generation of large spray particles - spume. Direct disruption of the interface between air and water can be achieved through the Kelvin-Helmholtz (KH) instability of the interface. In addition, the Tollmien-Schlichting (TS) instability of viscous sublayers from the air and/or water side is potentially another important process taking place at the air-sea interface under hurricane conditions. Similar processes take place at the atomization of liquid fuels in cryogenic and diesel engines [Yecko et al., 2002]. Under hurricane conditions, such instabilities initiate the tearing of short wavelet
crests, ejection of spume, and smoothing of the sea surface, which reduces the drag coefficient at the air-sea interface, an effect observed in the field and laboratory experiments [Powell et al., 2003; Donelan et al., 2004; Black et al., 2007; Troitskaya et al., 2010].

[5] The outline of this paper is as follows. Section 2 presents the conceptual framework for this work. Section 3 describes the numerical model of the air-sea interface implemented with computational fluid dynamics (CFD). Section 4 presents results of numerical simulations of the effect of direct disruption of the air-sea interface in hurricane conditions. In Section 5, we discuss the application of the numerical model results to the parameterization of the lower limit on the air-sea drag coefficient under hurricane conditions. In Section 6, we reproduce tearing of wave crests, which leads to the smoothing of the sea surface. Section 7 is the discussion and conclusions.

2. Conceptual Framework

[6] A non-dimensional number

\[ K = \frac{u_{*w}}{(g \sigma \rho_w / \rho_s)^{1/4}} \]  

has been proposed as the criteria for the direct disruption of the air-sea interface and called the Koga number by Soloviev and Lukas [2010]. The instability occurs at \( K > K_{cr} \), where \( K_{cr} \approx 0.26 \) (corresponding to \( U_{10} \approx 30 \, \text{m s}^{-1} \)). In this formula, \( u_{*w} \) is the friction velocity from the air side, \( g \) is the acceleration due to gravity, \( \sigma \) is the surface tension, \( \rho_w \) and \( \rho_s \) are the water and air density, respectively.

[7] When the Koga number exceeds its critical value, the KH type instability is able to break up the air-sea interface. As a result, a two-phase transition layer is formed. Soloviev and Lukas [2006] concluded that this transition layer maintains the regime of marginal stability.

[8] Soloviev and Lukas [2010] applied the Miles and Howard [1964] and Cushman-Roisin [1994] linear theory to derive the necessary condition for the instability of the two-phase transition layer at the air-sea interface as follows:

\[ gH (\rho_w^2 - \rho_s^2) < m \rho_w \rho_s \Delta U^2 \]  

where \( \Delta U = U_w - U_a \) is the velocity difference across the transition layer, \( \rho_w \) and \( \rho_s \) are bulk densities for water and air; \( U_w \) and \( U_a \) are velocities for water and air at the lower and upper boundaries of transition layer, respectively; and \( m \approx 1 \).

Equation (2) is also based on the Lefebvre [1989] and Lasheras and Hopfinger [2000] theory that the subsequent nonlinear development of the instability is likely to be related to the initial linear instability.

[9] Note that the surface tension, which is a determining parameter in the formulation for the Koga number, does not enter equation (2). After the disruption of the sea surface and formation of the transitional layer, surface tension is no longer a relevant parameter because the clearly defined interface does not exist. The surface tension effects are still important for air bubbles and spray droplets constituting the transition layer (though at the smaller-size end of their size spectra only).

[10] Equation (2) can then be expressed in the following way:

\[ Ri_s < m Ri_{cr} \]  

where

\[ Ri_s = \frac{gH (\rho_w^2 - \rho_s^2) / (2 \rho_w \rho_s \Delta U^2)}{gH \rho_w / (2 \rho_s \Delta U^2)} \]  

is the global Richardson number defined for large density differences between the layers, and \( Ri_{cr} = 1/2 \) is the critical value of \( Ri \) following from (2)–(5).

[11] Remarkably, for small density differences between the layers and small depth increments \( dz \), \( Ri_s \) defined via equation (6) transforms into the classic gradient Richardson number,

\[ Ri = (g / \rho)(\partial \rho / \partial z) \left[ (\partial u / \partial z)^2 + (\partial v / \partial z)^2 \right] \]  

where \( \rho \) is the average density, and \( u \) and \( v \) the average horizontal velocity components.

[12] As mentioned above, for a two-layer system with large density difference, it follows from equations (4)–(6) that \( Ri_{cr} = 1/2 \). The theoretical analysis by Cushman-Roisin [1994] and Cushman-Roisin and Beekers [2011] for the two-layer system including a transition layer with linear profiles of velocity and relatively small density difference (Boussinesq approximation), resulted in \( Ri_{cr} = 1/4 \). Based on a comment in Cushman-Roisin [1994], Gramer [2007] hypothesized that the difference in \( Ri_{cr} \) between discontinuous and linear density and velocity profiles is due to consumption of kinetic energy by vertical motions for the case of a continuous environment. This is also consistent with the fact that \( Ri_{cr} = 1/2 \) refers to the onset of the instability, while \( Ri_{cr} = 1/4 \), to complete, three-dimensional mixing.

[13] The two-phase transition layer developing under hurricane conditions at the air-sea interface has a very large density difference across. As a result, the Boussinesq approximation is no longer valid in this case. Furthermore, the strong density stratification effectively suppresses the vertical velocity component and the system may still dynamically resemble an interface. Consequently, one can expect that the critical value of the Richardson number defined by equation (6) will be closer to 1/2 rather than 1/4.

[14] The thickness of the transition layer can be estimated from equation (5) and condition \( Ri_s = m Ri_{cr} \) as follows:

\[ H = 2 m Ri_{cr} \Delta U^2 \rho_w \rho_s (\rho_w^2 - \rho_s^2)^{-1} g^{-1} \approx 2 m Ri_{cr} \Delta U^2 \rho_w \rho_s^{-1} g^{-1} \]  

where \( \Delta U \) is the velocity difference across the transition layer.

[15] Observations of the air-sea interface in hurricane conditions are difficult and data are very limited [Powell et al., 2003; Black et al., 2007]. In order to investigate the mechanism of the breakup of the air-sea interface and dynamics of the two-phase transition layer, we have
conducted and described in this paper a series of numerical experiments using the CFD software ANSYS Fluent [ANSYS, Inc., 2009].

3. Numerical Model

3.1. Model Settings

[16] The domain for the simulations was 1 m by 0.5 m in the horizontal, by 0.35 m in the vertical. The air layer had a thickness of 0.1 m, with a 0.25 m thick water layer in the bottom part of the domain. The horizontal grid spacing was 5 mm, the vertical spacing was 1 mm at the interface with a growth rate of 1.1 until 5 mm was reached, and then held constant. The resolution was increased for the case initialized with wavelets, where the vertical grid spacing was kept at 1 mm to within 20 mm of the surface, then increased with a growth rate of 1.1. The total number of cells in the domain was approximately 2 million.

[17] The numerical experiments were initialized with either a flat interface (Figure 1a) or short wavelets (Figure 1b). Wind stress was applied at the upper boundary of the air layer, ranging from zero stress to hurricane force stress. Periodic boundary conditions were applied along the x-direction and zero shear conditions were chosen on lateral sides and bottom of the domain.

[18] The simulations were performed using the volume of fluid (VOF) multiphase model, which allowed us to simulate the air-sea interface including surface tension at the water surface. The surface tension coefficient was set at 0.072 N m$^{-1}$. The large eddy simulation Wall-Adapting Local Eddy-Viscosity (WALE) turbulence model [Nicoud and Ducros, 1999] was used for all numerical experiments. In the rest of this section, we briefly describe the VOF and WALE models. More details can be found in ANSYS, Inc. [2009] and cited literature.

3.2. Volume of Fluid Multiphase Model

[19] The VOF formulation relies on the fact that the two fluids or phases are immiscible. VOF is, therefore, a suitable formulation for modeling processes at the interface between air and water. For better computational stability, the compressible phase (air) is selected as the primary phase.

[20] The VOF model solves a single set of momentum equations and tracks the volume fraction of water and air throughout the domain. In each control volume, the volume fractions of both phases obey the equation:

$$\alpha_a + \alpha_w = 1$$

where $\alpha_a$ and $\alpha_w$ are the air and water volume fraction in the cell, respectively. Condition $\alpha_w = 1$ corresponds to a cell completely filled with water; while, condition $\alpha_w = 0$ corresponds to a cell completely filled with air. The cell contains the air-water interface when

$$0 < \alpha_w < 1.$$  

The tracking of the interface between the air and water is accomplished by the solution of a continuity equation for the volume fraction of the secondary phase (water). This equation is as follows:

$$\rho_w^{-1} \left[ \nabla \cdot (\alpha_w \rho_w \vec{u}) \right] = \rho_w \left[ \sum_{n=1}^{n} (\tilde{m}_{aw} - \tilde{m}_{wa}) \right],$$

where $\vec{u}$ is the velocity field; $\tilde{m}_{aw}$ is the mass transfer from air to water, and $\tilde{m}_{wa}$ is the mass transfer from water to air. Equation (10) is solved for the secondary phase (water) through explicit time discretization:

$$\left( \alpha_w^{n+1} \rho_w^{n+1} - \alpha_w^n \rho_w^n \right) V / \Delta t + \sum_{f} \left( \rho_w U_f \alpha_w^n \right)$$

$$= \left[ \sum_{n=1}^{n} (\tilde{m}_{aw} - \tilde{m}_{wa}) \right] V,$$

where $n + 1$ is the index for the new (current) time step; $n$ is the index for the previous time step, $\alpha_w^n$ is the face value of the water fraction (computed from the Geo-Reconstruct scheme); $V$ is the volume of cell; $U_f$ is the volume flux through the face, based on normal velocity. The primary-phase (air) volume fraction is computed from constraint equation (8).

[21] Convection and diffusion fluxes through the control volume faces (the second term on the left side of equation (11)) are computed and balanced with source terms within the control volume itself. The face fluxes near interfaces are...
obtained using the geometric interface reconstruction scheme (Geo-Reconstruct scheme). The Geo-Reconstruct scheme is applied when the cell is near an interface between two phases (i.e., the cell is not completely filled with one phase). This scheme, as implemented in ANSYS Fluent, uses a piecewise-constant interpolation and involves the following three successive steps: 1) Calculation of the linear interface position relative to the center of each partially filled cell, which is based on information about the volume fraction and its derivatives in the cell; 2) Calculation of the advecting amount of fluid through each face using the computed linear interface representation and information about the normal and tangential velocity distribution on the face; 3) Calculation of the volume fraction in each cell using the balance of fluxes computed during step two.

[22] In the VOF formulation, the velocity field is obtained by solving a single momentum equation throughout the model domain [ANSYS, Inc., 2009]:

$$
\nabla \cdot (\rho \mathbf{u}) + \nabla \cdot \left( \rho \mathbf{u} \mathbf{u} \right) = -\nabla p + \nabla \cdot \left[ \mu \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \right] + \rho g + \mathbf{F}_s,
$$

(12)

where the mixture density $\rho$ and dynamic viscosity $\mu$ are defined as follows: $\rho = \rho_w + \rho_a$ and $\mu = \mu_w + \mu_a$. Equation (12) is dependent on the volume fractions of both water and air and through the properties of density and viscosity. The calculated velocity field $\mathbf{u}$ is shared between the water and air phases. In the ANSYS Fluent implementation, a viscosity ratio exceeding $10^4$ may lead to convergence difficulties. However, in the case of the air-water interface, this ratio is limited from above by $10^2$.

[23] The external force $\mathbf{F}_s$ in equation (12) is the surface tension force at the air-water interface. Following Brackbill et al. [1992], the surface tension force $\mathbf{F}_s$ at the air-water interface is defined as follows:

$$
\mathbf{F}_s = 2 \sigma \rho k_w \nabla a_w / (\rho_w + \rho_a),
$$

(13)

where $k_w = \nabla \cdot (\nabla a_w / \nabla a_w)$. This surface tension force model alleviates topology constraints on modeling interfaces having surface tension without sacrificing accuracy. This model appears to be well suited for modeling the two-phase environment at the air-sea interface under hurricane conditions.

3.3. Subgrid-Scale Model

[24] We used large eddy simulation (LES) as the subgrid-scale model. LES resolves large scales directly, while subgrid scales are modeled [Smagorinsky, 1963; Deardorff, 1970]. Note that an alternative approach, direct numerical simulation (DNS), directly resolves the whole spectrum of turbulent scales. DNS, however, is not practical for the simulation of the disruption of the air-sea interface in the hurricane conditions. The critical importance of resolving the viscous sublayers at the air-sea interface would require using the molecular viscosity in the DNS simulation, which imposes severe Reynolds number limitation. LES also has limitations near interfaces, which, however, have been addressed by increasing the mesh resolution near the interface to 1 mm.

[25] The wall-adapting local Eddy-Viscosity (WALE) turbulence model [Nicoud and Ducros, 1999], which is used in our simulations, returns the correct wall asymptotic behavior for interface flows. WALE parameterizes the turbulent viscosity as follows:

$$
\nu_t = \rho L_s^2 \left( S_y' S_y' \right)^{3/2} \left[ (S_y S_y')^{5/2} + (S_y' S_y')^{5/4} \right],
$$

(14)

where $L_s = \min(\kappa d, c_w V^{1/3})$, $S_y' = 1/2 \left( \bar{g}_{yy} + \bar{g}_{yy} \right) - 1/3 \delta_{ij} \bar{g}_{kk}$, and $\bar{g}_{ij} = \bar{u}_i \bar{u}_j$. Here $L_s$ is the mixing length for subgrid scales, $\kappa = 0.4$ (von Kármán constant), $d$ is the distance closest to the wall, and $V$ is the volume of the computational cell. The constant $c_w$ was set to the default value of $c_w = 0.325$.

[26] Additional subgrid scale terms are produced by the filtering of the surface tension and convection terms in the transport equation (12), which involve correlations of the sub-grid fluctuations of the phase-fraction, density, and surface tension [Befrui et al., 2012]. These additional terms are neglected in the Volume-of-Fluid Large-Eddy-Simulation (VOF-LES) method in the absence of mathematical closure models. In fact, de Villiers et al. [2004] have shown that with relatively fine mesh resolution it is deemed acceptable to neglect these additional subgrid scale influences. This approach has been under development and verification for the jet break up process and atomization of non-reactive fluids in application to combustion and liquid rocket engines [Corbinelli et al., 2010; Befrui et al., 2012]. The modeling results of these authors have been validated with experimental data and shown good qualitative and quantitative accuracy for prediction of the KH interface instability waves and the liquid-sheet breakup process. The range of fluid velocities in the combustion and rocket engines is typically from $30 \text{ m s}^{-1}$ to $300 \text{ m s}^{-1}$, which covers, and even exceeds, the range of the wind speeds observed in hurricanes. This suggests that the VOF-LES method offers a computational capability to aid development of fundamental knowledge of the air-sea interface breakup process in hurricane conditions.

[27] However, higher mesh resolution is required in order to explicitly resolve the full spectrum of air bubbles and spray droplets produced in the process of direct disruption of the air-sea interface by hurricane force winds. With a domain size relevant to the problem of the air-sea interface it is not feasible to perform numerical simulations down to micrometer scales. We therefore limit our quantitative analysis to average characteristics of the velocity and density fields, which appear to be well resolved by VOF-LES with the millimeter-scale grid resolution used in this work (see also discussion in Corbinelli et al. [2010]).

4. Simulation of the Air-Sea Interface Under Hurricane Conditions

[28] We have conducted numerical simulations to demonstrate the effects of direct disruption of the air-sea interface under hurricane force wind speed conditions using the model set up described in Section 3. For the case shown in Figure 2, the wind stress is $4 \text{ N m}^{-2}$. The wind stress is applied at the upper boundary of the air layer. The Koga number $K = 0.38$ calculated from equation (1) in this case
exceeds the critical value of $K_{cr} = 0.26$, which satisfies the condition for the development of the KH type instability, $K > K_{cr}$.

[29] The disruption of the air-water interface resembling the 'explosive' type instability and the formation of a two-phase environment are observed before any significant wind waves are able to develop. According to our simulation, the statistically stationary turbulent regime in the two-phase transitional layer establishes rapidly. The wind stress also generates surface waves, which have a much longer development cycle than turbulence in the two-phase layer. The turbulent part of the transitional layer eventually becomes undulated by developing surface waves. At that stage, the average vertical profiles in the turbulent portion of the transitional layer could therefore be affected ('blurred') by the wave motion that is not necessarily a turbulent type motion and, thus, does not characterize the turbulent component of the transitional layer. Furthermore, the presence of the wave component could affect Richardson number estimates from the average vertical profiles of density and velocity. Figure 2 shows the contour plot of density at the model time ($t = 0.9$ s) when turbulence in the two-phase layer has achieved a statistically stationary state but appreciable surface waves have not yet developed. At $t = 0.9$ s turbulence in the water layer below the transitional layer was not yet completely developed; however, the main action is concentrated on the air-side of the interface.

[30] It should be noted that the simulation of the full spectrum of air bubbles and spray droplets with this method would require a much increased mesh resolution, down to the micrometer range. The computational cost associated with such high mesh resolution would not be practical, even with the most powerful supercomputers.

[31] With the 1 mm vertical mesh resolution we are able to confidently resolve the two-phase transitional layer at the air-water interface, which is of approximately 2 cm thickness (Figure 3). In this case, the size distribution of drops and bubbles on unresolved scales (i.e., less than 1 mm) should not significantly affect the average profiles of density and velocity in the transitional layer, which is consistent with de Villiers et al. [2004] assumption accepted in the VOF-LES method that the sub-grid fluctuations of the phase-fraction, density, and surface tension, are all neglected in the VOF-LES method (see discussion at the end of Section 3).

[32] The averaged density and velocity profiles over the entire model domain excluding 0.2 m from each boundary in the $x$-direction and 0.05 m from each lateral boundary ($y$-direction) are shown in Figure 3. For the analysis of the results shown in Figure 3, we have used the following

\[
\text{Density Isosurface } 4, 9.962 \times 10^2, 7.490 \times 10^2, 4.997 \times 10^2, 2.505 \times 10^2, 1.225 \times 10^2, [\text{kg m}^{-3}]
\]
formulation for the local gradient Richardson number in the two-phase transition layer:

\[ Ri = \frac{N^2}{(\partial u/\partial z)^2} \]  

where

\[ N^2 = g \frac{1}{\rho} \frac{\partial \rho}{\partial z} = \frac{g \partial (\log \rho)}{\partial z} = \frac{g \partial (\log \rho_c/\rho_w)}{\partial z} \]  

is the squared Brunt–Väisälä frequency. We assume here unidirectional flow and ignore the average velocity component in the transverse direction. This form of the gradient Richardson number is applicable to large density differences as well. Respectively, the vertical profile of the density logarithm is plotted in Figure 3 (left). There is a linear segment on the logarithmic density profile in the transition layer. There is also a linear segment on the average velocity profile \( u \) in the transition layer (Figure 3, right).

[31] The linear segments on the vertical profiles shown in Figures 3 (left) and 3 (right) can be explained from the analysis of dimensions. The corresponding functional dependences are as follows:

\[ \rho^{-1} \frac{\partial \rho}{\partial z} = \partial (\log \rho/\rho_u)/\partial z = \text{function}_\rho \left( g, u_*, \rho_u, \rho_w \right) \]  

\[ \frac{\partial u}{\partial z} = \text{function}_u \left( g, u_*, \rho_u, \rho_w \right) \]  

The formal dimensional analysis [see, e.g., Barenblatt, 1996] results in the following dependences:

\[ \partial (\log \rho/\rho_u)/\partial z = g u_*^2 F_\rho(\rho_u/\rho_w) \]  

\[ \partial u/\partial z = g u_*^{-1} F_u(\rho_u/\rho_w) \]  

where \( F_\rho \) and \( F_u \) are universal dimensionless functions of dimensionless parameter \( \rho_u/\rho_w \). Since \( \rho_u/\rho_w \ll 1 \), we assume the self-similarity on this parameter is achieved as an intermediate asymptotics [Barenblatt, 1996] in the range of densities determined by the inequality, \( \rho_u \ll \rho \ll \rho_w \).

Under the assumption of self-similarity, equations (19) and (20) transform as follows:

\[ \partial (\log \rho/\rho_u)/\partial z = c_\rho g u_*^2, \]  

\[ \partial u/\partial z = c_u g u_*^{-1}, \]  

where \( c_\rho \) and \( c_u \) are dimensionless constants. Note that equations (22) and (23) describe linear dependences for \( \log \rho \) and \( u \) on \( z \), which are consistent with the presence of linear segments in the corresponding profiles in the transition layer in Figures 3 (left) and 3 (right). The linear dependences are based on the fact that among defining parameters there is no one with the length dimension. Turner [1973] applied similar considerations for gravity currents, which contained relatively small density differences, and derived linear dependences for the density and velocity profiles. Here, we apply similar considerations for the air-sea interface, which contains a very large density difference. For the case of a large density difference, instead of a linear profile for \( \rho(z) \), a linear profile for \( \log_c \rho(z) \) follows from the analysis of dimensions.

[34] Extrapolating the density profile in the two-phase transition layer, which is shown in Figure 3 (left), to the bulk air and water densities, we have obtained an estimate for the thickness of the transition layer as \( H = 0.017 \) m, which has

Figure 3. Averaged (left) vertical density and (right) velocity profiles at the air-sea interface for the case shown in Figure 2.
been found between \( z_1 = -0.0016 \) m and \( z_2 = 0.0151 \) m depths. The velocity difference in the corresponding layer in Figure 3 (right), as determined from extrapolation of the linear segment on the velocity profile to depths \( z_1 \) and \( z_2 \) corresponding to the schematics shown in Figure 4, is equal to \( \Delta U = 15.3 \) m s\(^{-1}\). Entering these values in equations (5) has provided us with an estimate for the critical value of the global Richardson number, \( R_i_{cr} = 0.257 \), which is close to the theoretical value for three-dimensional flow of 1/4.

5. Parameterization for the Lower Limit of the Air-Sea Drag Coefficient Under Hurricane Conditions

[35] Figure 4 shows a schematic representation of the vertical structure of the two-phase transition layer based on the results of the numerical experiment. We have used these schematics in order to derive the dependence of the air-water drag coefficient \( C_{10} \) on wind speed \( U_{10} \). For this purpose we have used a system of equations similar to Soloviev and Lukas [2010] but with a refinement for the formula describing the depth of the two-phase transition layer, \( H \) in equation (27):

\[
U_{10} = u_{*d} \kappa^{-1} \log_e \left(\frac{h_{10} + z_0}{z_0}\right),
\]

\[
\Delta U = u_{*d} \kappa^{-1} \log_e \left(\frac{H + z_0}{z_0}\right),
\]

\[
u_{*d} = C_{10}^{1/2} U_{10},
\]

\[
H = 2 m R_i U^2 \rho_w \rho_a \left( \frac{\rho_w}{\rho_a} - \frac{\rho_w^2}{\rho_a^2} \right)^{-1} g^{-1},
\]

\[
z_0 = c H,
\]

where \( U_{10} \) is the wind speed at a standard reference height \( h_{10} = 10 \) m, \( C_{10} \) is the drag coefficient, \( z_0 \) is the surface roughness length scale, \( c \) is the dimensionless coefficient connecting surface roughness length scale \( z_0 \) and thickness of the transition layer \( H \), and \( \kappa \) is the von Kármán constant (\( \kappa = 0.4 \)).

[36] Equations (24) and (25) are based on an assumption of the logarithmic wind speed profile in the atmospheric boundary layer above the transition layer. Relationship (26) is the formula for the friction velocity via the air-sea drag coefficient and wind speed at a 10 m level. Equation (27) is derived in section 2; this equation takes into account the presence of the logarithmic profile of wind speed above the transition layer. Equation (28) defines the surface roughness length as a proportional to the transition layer thickness with the proportionality coefficient \( c \).

[37] Note that the origin of the coordinate system is taken here as the base of the transition layer, since most, but not all, of the velocity change takes place above the still water level. Moreover, the practical applications require estimation of drag coefficient with respect to the bulk water.

[38] The system of equations (24)-(28) has been reduced to a single transcendental equation for \( C_{10} \),

\[
C_{10} = \kappa^2 \ln^{-2} \left\{ 1 + h_{10} \left( 2 m R_i U^2 \rho_w \rho_a \left( \frac{\rho_w}{\rho_a} - \frac{\rho_w^2}{\rho_a^2} \right)^{-1} g^{-1} \cdot C_{10} U_{10} \kappa^{-2} \ln^2 \left( 1 + c^{-1} \right) \right)^{-1} \right\},
\]

and is solved numerically in MATLAB by an iteration method.

[39] The solution to equation (29) for \( C_{10} \) as a function of the wind speed \( U_{10} \) is shown in Figure 5 as the ‘two-phase layer resistance’ curve for \( R_i_{cr} = 0.25 \) (which was derived...
from the numerical experiment). We have found that constants $c = 0.022$ and $m = 1$ provide a solution, which is consistent with the results obtained from the CFD simulation shown in Figure 3.

[40] The lower limit on the drag coefficient under hurricane conditions obtained by Soloviev and Lukas [2010] was represented by a range of curves due to some uncertainty in the values of dimensionless constants $R_i$, $c$, and $m$. The parameterization derived in this work is represented by a single curve. This is a result of numerical experiments, which contributed to a better specification for the critical Richardson number $R_i$ and constants $c$ and $m$. The new parameterization is, nevertheless, consistent with the uncertainty range reported in Soloviev and Lukas [2010].

[41] Laboratory data fall between the two-phase layer resistance parameterization from below and wave resistance parameterization from above (Figure 5). The field data also fall between these two parameterizations, which, however, are available only up to 50 m s$^{-1}$ wind speed.

[42] Figure 6 shows the thickness of the two-phase transition layer $H$ calculated from equations (24)-(27) versus wind speed, $U_{10}$. The thickness of the transition layer is relatively small, ranging from approximately 0.7 cm at $U_{10} = 30$ m s$^{-1}$ to 10 cm at $U_{10} = 85$ m s$^{-1}$.

[43] The state of the sea surface in hurricane conditions varies in azimuth and distance from the hurricane center because of the variation in swell characteristics relative to the wind [Powell et al., 2003; Black et al., 2007]. The relative contribution of the wave and two-phase layer mechanisms to the drag coefficient is also expected to vary. In certain wind-wave interaction regimes, or because of suppression of short surface waves by the two-phase environment, the wave drag may become inefficient. In this case, the air-sea drag is due to the two-phase transition layer and the drag coefficient drops to its lower limit as indicated in Figure 5.

[44] As noticed in Soloviev and Lukas [2010] and evidently from Figure 5, the lower limit on the drag coefficient slowly increases with wind. This is because the two-phase transition layer takes a part of its momentum from the wind, which results in an increase of the drag coefficient with wind. Andreas [1998] anticipated a similar effect, considering additional resistance due to the transfer of a part of the wind momentum to the sea spray. Note that the role of sea spray in this process is to increase the air-sea drag coefficient rather to reduce it.

[45] Soloviev and Lukas [2006] estimated the Oboukhov buoyancy length scale $L_B$ associated with the spray buoyancy flux. In the framework of the traditional formulation of the sea spray generation function [e.g., Andreas, 1998]: $L_B \gg h_{10}$. This suggests that the buoyancy flux associated with the entrainment of spray droplets in the airflow in hurricane conditions has a relatively small effect on the drag coefficient ($C_{10}$) when referred to a standard height, $h_{10} = 10$ m. Ingel' [2011] came to the similar conclusion that the intensity of spray production is probably insufficient to explain the air-sea drag saturation or reduction in hurricane conditions.

[46] At this point, the sea spray generation function is poorly known. Should the sea spray generation function be much larger, at least an order of magnitude, than its traditional formulation, the buoyancy flux due to sea spray would appreciably affect $C_{10}$ [Kudryavtsev and Makin, 2011]. The buoyancy effect of the sea spray in hurricane conditions can, nevertheless, be appreciable at a height $h > L_B$, even with the existing sea spray generation function.

6. Numerical Experiments With Imposed Waves

[47] Development of a parameterization taking into account the impact of both wave and two-phase environment in
the air-sea drag is important for the realistic representation of the air-sea interface in hurricane models. For this purpose, we conducted a series of numerical experiments aimed at understanding the basic mechanisms of wind wave interactions.

The numerical experiments with imposed short waves demonstrated the tearing of wave crests, formation of water sheets and spume ejected into the air, and smoothing of the water surface in the direction of the airflow (Figure 7). There are also signatures of parasitic capillaries developing on the forward face of the waves. However, the full resolution of the parasitic capillaries would require better mesh resolution in the horizontal direction [Tsai and Hung, 2007].

Figure 8 shows a different view on the surface, which reveals intermittent streamwise structures with periodicity in the transverse direction on the top of wavelets. The numerical simulation reveals formation of streamwise coherent structures on the water surface in the form of streaks of spanwise size on the order of a few cm. The streaks observed in Figure 8 could be a result of the TS instability. According to McNaughton and Brunet [2002], the nonlinear stage of the TS instability results in streamwise streaks followed by fluid ejections. This mechanism can contribute to the generation of spume in the form of streaks. Similar streak-like structures have previously been reported from experiments and numerical simulations near the rigid wall [Lesieur, 2008] and below the free surface [Dhanak and Si, 1999; Tsai, 2001].

According to Lesieur [2008], the streaks near the rigid wall are of spanwise size \( \sim 10d \), where

\[
d \approx 10\nu/\nu_{sw}
\]

is the thickness of the viscous sublayer, \( \nu \) is the water viscosity, \( \nu_{sw} = (\tau_w/\rho_w)^{1/2} \), and \( \tau_w \) is the skin-stress. Under hurricane force winds, a significant portion of wind stress goes to the wave momentum. Assuming that in this case the skin-stress is represented only by a few percent of the wind stress, the corresponding spanwise size of the streaks is of the order of a few cm, which is consistent with the modeling results shown in Figure 8.

Foam streaks are an observable feature on photographic images of the ocean surface under hurricane conditions (Figure 9). At this point, however, it is difficult to conclude if the coherent structures observed in the numerical experiment and in the ocean are of the same nature, since our numerical model operates in a much smaller domain compared to the photo images of the sea surface shown in Figure 9. However, the spanwise size of streaks in this case can be scaled with the depth of the wave-stirred layer. According to Soloviev and Lukas [2003], the depth of the wave-stirred layer is \( \sim 0.2H \), where \( H \) is the significant wave
height. For $H = 10$ m, the Lesieur [2008] type scaling hence results in the spanwise size of streaks of the order of 20 m, which is consistent with the streaks observed in Figure 9.

[52] It should be noted that for the break-up of the air-water interface by the KH waves, pressure fluctuation due to the form drag are important [Hoepffner et al., 2011]. On the other hand, the TS instability develops in viscous sublayers and is driven by the skin component of the wind stress.

7. Discussion and Conclusions

[53] The effects of direct disruption of the air-sea interface and formation of a two-phase transitional layer have been
simulated with a high-resolution numerical model. The VOF-LES multiphase model included surface tension at the water-air interface. The model was initialized with either a flat interface or short wavelets. Wind stress was applied at the upper boundary of the air layer, ranging from zero stress to hurricane force stress in different experiments. The direct disruption of the air-water interface and formation of the two-phase transition layer were observed in the numerical model under hurricane force wind. This was consistent with the Koga number criterion, $K > K_{cr} = 0.26$. The mechanism of the interface disruption resembled the Kelvin-Helmholtz type instability.

The direct disruption of the air-water interface results in the formation of a two-phase environment and a transition layer between water and air. The air-water interface is no longer explicitly identifiable. As a consequence, the analysis of dimensions suggests linear dependences for $\log_p \rho(z)$ and $u(z)$ on $z$. The numerical simulations confirmed the presence of linear segments in the corresponding profiles within the transition layer. Such vertical profiles of density and velocity in the transition layer were consistent with the regime of marginal stability, which permitted a parameterization of the equivalent drag coefficient caused by the presence of the two-phase transition layer at the air-sea interface. This parameterization represents the lower limit imposed on the drag coefficient under hurricane conditions. This limit is appreciably lower than the wave resistance law; though, it gradually increases with wind speed. The numerical simulations helped to reduce the uncertainty in the critical Richardson number applicable to the air-sea interface and in the values of two dimensionless constants, which reduced the uncertainty in the parameterization of the lower limit on the drag coefficient. The available laboratory and field data fall between the two-phase layer parameterization from below and wave resistance parameterization from above.

Both wave and two-phase environment contribute to the momentum transfer at the air-sea interface. For realistic representation of the air-sea interface in hurricane models it is necessary to account for both wave and two-phase environment contribution in the momentum transfer. For this purpose, we conducted a series of numerical experiments aimed at understanding of basic mechanisms of wind-wave interaction. The experiments with imposed short wavelets demonstrated the tearing of wave crests, formation of water sheets, spume ejection into the air, and smoothing of the water surface. Streamwise coherent structures observed on the water surface, especially prominent on the top of wave crests, resembled the Tollmien-Schlichting instability. This suggests that a similar process at the air-sea interface might be a cause of the foam streaks, which are observed on the ocean surface under hurricane conditions from the hurricane hunter airplanes.

High-resolution numerical simulations using CFD appear to be an effective tool for improving our understanding of the complex processes taking place at the air-sea interface under high wind speed conditions. The results presented in this work are expected to help in developing a conceptual framework for merging the effects of the two-phase environment with the contribution to the drag from waves.

In this research, we have capitalized on significant development and success of VOF-LES methods for simulation of the atomization process in non-reactive fluid jets in engineering applications. The range of fluid velocities in these applications is from 30 m s\(^{-1}\) to 300 m s\(^{-1}\), which covers, and even exceeds, the range of the wind speeds observed in hurricanes. These methods have been implemented in the commercial software ANSYS Fluent and validated in a number of laboratory experiments. Application of CFD to the problem of the air-sea interface in hurricane conditions, however, involves a wider range of spatial scales than typical engineering applications. Validation of these methods at air-sea interaction facilities and, possibly, in nature, in the presence of a spectrum of surface waves, is therefore an important though challenging subject of future research.
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