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wanted commodities that convey the sense of mystery, danger and unusualness. The research by 

Hoffmann (2000), already mentioned here, places these theoretical results within the context of 

Harlem's situation. Hoffmann (2000) describes how the redevelopment of Harlem leads to a 

peculiar ‘repackaging' of the neighborhood's cultural identity, leading to the transformation of 

the latter into a mere attraction for tourists and the source of fake experiencing of exotic dangers 

for the gentrifiers. 

   The overall study of ethnic minorities and social conflict in an urban setting is analyzed 

within the volume edited by Erdentug and Colombijn (2002). Although the majority of the 

material analyzed therein related to non-U.S. cultural contexts, the analytical framework for 

conceptualizing urban social conflicts and their ethnic dimensions presented in the volume is 

clearly relevant for the purposes of the present study. Therefore, the general analysis of the social 

conflicts on ethnic grounds that still transpire in Harlem should take account of the more abstract 

theoretical results presented in such studies. In sum, the subject of problems of ethnic minorities 

in the modern U.S. cities is still not elaborated enough to be regarded as a well-researched area, 

and that is why the present study might be expected to fill in some of the lacuna left by previous 

researchers. 

Factors Influencing the Spread of Gentrification: 

   Harlem is particularly warranted in this respect. For instance, in the case of Harlem, the 

prevalence of older housing stock that needs revitalization /rehabilitation means that the 

likelihood of further gentrification diminishes as the previous residents unfavorably respond to 

the attempts of the developer to renovate/replace the housing units that are considered the 

cultural hallmark of the area (Wyly & Hammel, 1996). In this case, it is necessary to analyze the 

impact of the efforts to preserve cultural heritage on the dynamics of the growth of housing stock 
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value in Harlem, and to make a judgment about whether or not the activities of the anti-

gentrification segments of the population have some tangible impact on the development of the 

gentrification process. Land and property prices are also a crucial factor influencing the spread of 

gentrification, and an analysis must be pursued if a more coherent picture of the gentrification 

process in Harlem might be unveiled. As Figueroa (1995) correctly notes, the use of housing 

value statistics should be undertaken only after the impact of specific housing characteristics is 

integrated into the overall selection procedure. 

   The social class dimension of the gentrification process should be taken into account as 

changes in earnings, occupation, and employment structures of the local population drive the 

demand for new housing as well as for the new recreational facilities and redesigning of the older 

housing units. The changes in the class structure of the population should be expounded, as well 

as the key factors that influence the process of gentrification in general (Meligrana & Skaburskis, 

2005). The impact of the commercial projects that center on Harlem and the general pattern of 

gentrification should be evaluated and analyzed because the expansion of commercial, 

recreational and other services facilities in the area has left an indelible imprint on the general 

development of Harlem. That is why the analysis and the general conclusion on this aspect of the 

socioeconomic development of Harlem area are indispensable here. 

The Seven Stages of Gentrification in Harlem: 

   It is interesting to note that such an examination on Harlem communities was conducted 

by David J. Maurrasse in 2006. Maurrasse (2006) completed a four (4) year ethnography study 

and book on the commercialization and gentrification process in Harlem and its impact on 

Harlem's indigenous culture. Maurrasse (2006) argued that because of the above mentioned 

changes, urban renewal happens in 7 stages: 
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 Stage 1. Grassroots- level organizing, cleaning up streets, holding public officials   

   accountable to the community, and so on. 

 Stage 2. Planning – policy makers become involved in actively developing strategies,  

   working with Harlem Community Development Corporation (CDCs), and  

business-explicit solicitations to a more affluent potential resident. 

   Stage 3. Pioneer-new residents begin to move in, a few new shops appear, appealing to  

   that population; real estate prices begin to rise. 

   Stage 4. Intensive investment-policy makers, businesses, new residents, developers  

   intensify their investment. 

   Stage 5. Population shift-demographics and businesses are noticeably different, and the  

   pervious culture appears out of date. 

  Stage 6. Displacement-fewer and fewer low-income residents can hold onto their rent- 

    stabilized apartments or longtime residents have sold their properties. 

 Stage 7. Full transformation-the old neighborhood is largely unrecognizable, and most  

    residents are of the newer population; their culture dominates, and most     

   businesses cater to them. (p. 50) 

 According to Maurrasse (2006), Harlem is between stages four (4) and five (5). However, 

this was his assessment during 2005, when his book was being written. Harlem has changed 

considerably in the years after Maurrasse's (2006) book was written. The researcher notes that it 

is worth mentioning that these seven (7) stages are not all inclusive of the many factors which 

contributed to the processes of this social phenomenon. Although Harlem is in a stage of 

gentrification, different areas of Harlem exhibit different stages of gentrification, according to 
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Maurrasse's (2006) observations. So, unless one is referring to a particular geographical location, 

the process of gentrification may be in its infinity or full transformation stage. 

Spatial Dimension of the Gentrification Process: 

  The spatial dimension of the gentrification process in Harlem should be duly taken into 

account, as the gentrification of the Harlem area is connected inexorably with the process of 

restructuring of the central neighborhoods of New York City. The development of commercial 

infrastructures and a further influx of capital into real estate projects in New York City 

undoubtedly led to the substantial increases in median price rates of the land and housing stock 

in inner-city neighborhoods in Harlem. While the other neighborhoods situated on the outskirts 

of New York City fell victim to gentrification as well, the impact of spatial closeness of Harlem 

to the greater commercial districts of Manhattan facilitated the price increases to a greater extent 

(Maurrasse, 2006, p. 50).  

 The results of the aforementioned development had a direct impact on Harlem, and it is 

worth analyzing how the interaction between Harlem's spatial situation and its economic 

importance came into existence. 

Black Exodus from Harlem as a Result of Gentrification: 

  This study examinations the phenomena of ‘cultural change’ in Harlem, and it is worth 

noting that particular attention should be paid to social shifts that follow this process. The 

socioeconomic profiles of the Black population that had to leave Harlem because of 

unsustainable rent increases will be provided for the sake of more specific analysis of the general 

social repercussions of the ‘exodus'. An assessment of the cultural impact of this process will be 

provided as well, with a general conclusion aimed at determining the long-term factors 
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influencing this trend and evaluating its overall consequences for the Harlemite population and 

its culture (Bobbie, 2007). 

 Therefore, the implementation of the practical aims of the present study is inherently 

connected with the concentrated analysis of various socioeconomic and cultural factors that exert 

their influence on the urban development of modern Harlem, with a particular attention paid to 

the issue of gentrification and its effects upon the cultural environment of the area (Chernoff, 

1980). The practical relevance of the study is rather apparent, as the process of gentrification has 

become a veritable challenge to the possibility of harmonious development of modern U.S. 

cities. Still, the more precise the policy implications of the present study are, the more 

fascinating the study is in and of itself. Therefore, it is necessary to dwell on the practical 

significance of the study in a more specific way; that will be the main purpose of the following 

sections of the study (Brash, 2000). 

Interracial Cultural Interaction in a Modern U.S. City: 

   The question of cultural interaction between the different ethnic groups in the modern 

U.S. urban setting is particularly pertinent for the purposes of the present study. The reason is 

that with the poor economic situation in Harlem, along with the continuing social displacement 

of many of its Black residents, this is inevitably leading towards a cultural shift that should be 

conceptualized and explained in view of the greater trends of the changes in urban culture that 

accompanies gentrification. 

   In this respect, the works by Reichl (1999) and Taylor (1991) merit individual 

consideration here by paying attention to the diverse aspects of interracial relations in the wake 

of gentrification. Reichl (1999) and Taylor (1991) have clearly stated that the changes in the 

conceptions of racial identities are brought about by the process of gentrification. Likewise, 
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Bowen (2007) emphasizes the changes in mutual concepts of Blackness and Whiteness 

engendered by transformations of urban space. Bowen (2007) argues that gentrification plays a 

crucial role in constructing and perpetuating the notion of Whiteness, providing for the 

generalization of the racial domination and the justification for the displacement of lower-

income, overwhelming Black residents. 

 Finally, the seminal work by Haymes (1995) is worth mentioning here. Haymes (1995) 

argues that the perpetuated concepts of Blackness and Whiteness are used for justification and 

generalization of the gentrification processes, with Blacks conceived of as an exotic, yet 

dangerous category of the city dwellers. At the same time, the spread of consumerist values 

among the Black community puts at risk its unique cultural identity, leading to its gradual 

erosion. Haymes (1995) calls for the creation of the project of pedagogy of urban resistance that 

would prevent the continuation of such a development and ensure the "safeguarding of the 

cultural identity of the urban population” (Haymes, 1995, p.1). 

Cultural Consequences of Gentrification in Harlem: 

   An analysis of the cultural consequences of gentrification in Harlem, and its impact on 

interracial relations in the neighborhood, should note that the complexity of this analysis 

necessitates a deeper division of cultural consequences especially the influence of gentrification 

on the interethnic conflicts violence in Harlem (Hamnett, 2003). Here, it is necessary to pay 

utmost attention to the dynamics of changes in this variable with the growing gentrification of 

Harlem. 

  The key issue here is the determination of the effects of gentrification on the intensity of 

interethnic conflicts and violence; it is clear that, depending on the methodology of the research 

and/or the exact selection of the data, different conclusions might be drawn from the general 
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material. Therefore, in order to avoid subjectivism, a more strict method of evaluating disparate 

data should be employed, and the development of a precise mathematic model of the above-

mentioned quantitative changes can prove indispensable for the purposes of the present research 

study. Such a model would be a precious resource in the science fields of sociology and conflict 

resolution studies (Beauregard, 1990). 

Effects of Socio-Economic and Demographic Changes on Neighborhoods: 

  Gentrification creates many changes to the socio-economic and demographic character of 

the neighborhood. Theorists (Scwirian, et al, 1990) state that there are two important models that 

explain the changes that occur on the neighborhood level. The first is the invasion-succession 

model developed by the Chicago school district, and the second is the life cycle model developed 

by Hoover and Vemon (1959). 

   Park and Burgess (1952) viewed "Competition, conflict and accommodation" as the 

main interactions among different populations. The invasion of a particular area by different 

social or racial group leads to resistance by the established population. Once an invasion occurs, 

competition for housing may lead to conflict, as the two groups try to obtain the best housing in 

the area. If there is no accommodation between the two groups, then one of the two groups will 

eventually back out. If the newcomers back out, then invasion will not take place. If the local 

population backs out, and departs from the neighborhood combined with the continued arrival of 

the newcomers, succession will take place (Newman & Wyly, 2006, pp. 23-57). The invasion 

and succession model also refers to the Burgess Concentric Zone model, which touches on the 

invasion of the business district into residential areas; this causes residential land use to be 

changed to a more commercial or industrial mix. 
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Defining the Analysis of Gentrification and Related Concepts: 

   In this study, it should be noted that in order to understand the implications of 

gentrification, it is necessary to be familiar with a number of related concepts and the exact 

spheres that are influenced by gentrification, which may be discerned through the use of specific 

indicators. 

   According to Hammel and Wyly (1991), there are severe disagreements between 

individual analysts with regard to an exact explanation of the process as such. Therefore, it is 

important to pay attention to the precise variables of socioeconomic development here. Hanaoka 

(2007) believes that an integrated approach combining both economic and cultural variables 

should be pursued in the course of these studies. 

 For the purposes of this study, the following indicators will be chosen to substantiate the 

general argument: median rent rate, median household income, housing market dynamics, 

proximity of the neighborhoods to key centers of business activity, and rent gap between the 

neighborhood and surrounding areas, including changes in employment and occupation 

dynamics and the land prices dynamics; it is vital that these variables be examined in more 

specific dimensions and they should take into account the complexity of the situation in the field. 

Theories Pertaining to Gentrification 

Production Side Theory: 

  The 'rent gap' is Neil Smith's (2002) theory of the cause of gentrification; he is the 

primary proponent of the production side theory of gentrification. This theory examines the 

availability of capital, flows of investment and disinvestment, government policy, urban 

restructuring and notions of class (Betancur, 2002, p. 781). Smith's research focuses on the 
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supply of properties that are genfrifiable and the importance of the land and housing markets 

(Hamnett, 1991, p. 178). 

   Smith (1979) explains that the role of actors such as tenants, real estate agents, 

government agencies, mortgage lenders, landlords, developers, and builders play a major and 

important part in initiating gentrification (Hamnett, 1991). Smith (1991) believes that the 

motivation for those who reinvest in inner city neighborhoods is the ability to make a profit from 

rehabilitating inner city structures. 

 Smith (1979) argues that “capital depreciation in the inner city” creates the opportunity 

for individuals to make a profit by reinvesting in derelict inner city neighborhoods (p. 541). 

Individuals purchase devalued properties and invest in fixing them in order to sell them to future 

buyers. He explains that the suburbanization of the U.S. population and industries’ land and 

property values between the CBO and the suburbs dropped, creating a “valley” in the land value 

gradient, which grew between 1940s and 1960s Smith (1979. The decline in value of the inner 

city created the opportunity to reinvest in the inner city in the hopes of making a profit for the 

private sector, such as real estate developers, homeowners, and the government, through an 

increase in tax revenue (Hamnett, 1991, p. 179). Smith's argument is based on the connection 

between property values and land values (Hamnett, p. 179). 

  Smith (1979) asserts that when 'new construction' occurs in a neighborhood, structures go 

through their 'first cycle of use', hence the value of housing and capital improvements are high; 

however, their value begins to decline because of wear and tear, outdated architectural styles, 

and the advancement of technology, which makes the initial investment obsolete (p. 543). 

Actions such as blockbusting, blowouts, and redlining may occur in declining neighborhoods, 

which further decreases property values and lowers rent levels (Smith, 1979, p. 544). The 
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neighborhoods may begin to experience abandonment when property owners can no longer cover 

expenses because of their inability to collect sufficient rents from their properties (Smith, 1979, 

p.545). 

 By definition rent-gap is the difference "between the potential ground rent level and the 

actual ground rent capitalized under the present land use" (Smith, 1996, p. 67). Potential ground 

rent is the rent level that could be charged if the land were used at its "highest and best use" 

(Smith, 1996, p. 63). Ground rent is the amount of rent that the land owner collects under the 

current land use (Smith, 1996, p. 63). The rent gap is created as a result of capital losing its 

value, which in turn lowers the ground rent that the landlord collects. The expansion and growth 

of urban areas cause the potential ground rent level to increase, causing the rent gap to widen 

even further. 

   Rent gap is a necessary and important factor if an area is going to experience 

gentrification. As an inner city neighborhood goes through neighborhood filtering and declines, 

the rent gap becomes larger (Smith, 1979, p. 545). Once the rent gap is wide enough, developers 

buy buildings cheap enough to redevelop or revitalize them to make a profit. However, they must 

take into account building costs, their potential profit, and their ability to receive construction 

and mortgage loans (Smith, 1979, p. 545). Once developers rehabilitate buildings, their ground 

rent levels increase and the rent gap closes. This leads to the neighborhood undergoing a new 

cycle of use (Smith, 1979, p. 545). 

   Although developers play a major role in gentrifying a deteriorated neighborhood when 

the rent gap is wide enough, there is a range of actors that operate in the “land and housing 

market" who play a role in the gentrification process (Smith, 1979, p. 545). The process is started 

in the neighborhood by "some form of collective social action" (Smith, 1979, p. 545).  
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Consumption Theory: 

   The consumption explanation focuses on the creation of gentrifiers and their culture, 

consumer demand and consumption dispositions. It examines factors such as new residents, 

choices made by individuals, and the preferences that consumers may have (Betancur, 2002, p. 

781). The theory perceives gentrification as a spatial manifestation of the values of the 'new 

middle class (IIkucan, 2005, p.475). 

 Gentrification is a product of the transition in cities from an industrial to a postindustrial 

economy (Lees, 2008, p.130). This transformation in society has altered the occupational 

structure of these cities from blue collar industrial laborers to service oriented white collar 

workers. The increase in white collar workers has generated a 'new middle class' of professionals 

who prefer to live in the inner cities, as opposed to the suburbs (Lees, 2008, p.134). In addition, 

the transition into a post-industrial economy has increased the role of the government. 

Furthermore, at the socio-cultural level, more importance has been placed on individuality and 

an aesthetic perspective (Hamnett, 1991, p.177). Gentrification has been seen as a consumer 

practice that the new middle class uses to differentiate them from the old middle class (IIkucan, 

2005, p. 474). 

 Consumption theory emphasizes "consumer preference for buildings and neighborhoods 

that become gentrified" (IIkucan, 2005, p. 475). There are many determinates that influence the 

consumer preference of the new middle class: the desire for social and cultural diversity in urban 

neighborhoods; the architecture of the residential buildings; the distance of gentrified 

neighborhoods to the central city; and their household structure (IIkucan, 2005, p. 475). 

Gentrification is a new period in urban development of the city, influenced by the aesthetic 
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perspective, consumption patterns, and taste of the growing new middle class (Rose, 2008, p. 

91). 

  The economic transformation in cities from manufacturing to large centers of business 

and cultural industries has a large impact on the occupational structure and has altered the 

cultural tastes of consumers, the housing market, and income distributions (Lees, 2008, p.92). To 

a significant extent, the expanded post-industrial middle class has replaced/displaced the 

industrial working class from desirable inner-city areas in cities where the financial and business 

and financial services sector has grown rapidly (Hamnett, 2000, p. 333). 

   Since the 1950s, downtown districts of cities around the world have been improved, 

revitalized and re-conceived. Most of the buildings in these districts are from the late 19th 

century period; however, as they are revitalized and re-used, their functions change. As the 

manufacturing is replaced by service industries, lofts and commercial buildings are adapted into 

residential use, and the media advertises the area's cultural diversity; these districts are re-

conceived as the creative hub of a symbolic economy. New businesses, restaurants, galleries, and 

clubs establish themselves in these neighborhoods, adding to the cultural image of the area. The 

image of downtown districts becomes 'authentic'; this stimulates reinvestment by real estate 

developers trying to make a profit and increases consumer demand to live in inner city urban 

neighborhoods (Velazquez, 2009). 

   Many neighborhoods that have become dilapidated and deteriorated are changed into 

places of luxurious housing. The history and character of inner city neighborhoods give them a 

level of authenticity that "young city dwellers" find to be physically attractive. In rundown 

neighborhoods, their character and history give the influx of new residents the idea that they are 

consuming in an area that is authentic. 
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Racial Uplift Theory: 

   Boyd (2005) makes the argument that the racial uplift theory is akin to the gentrification 

process and a form of colonization. Boyd (2005) states that many theorists concentrate on the 

homogeneity of the neighborhoods and negative aspects of gentrification (i.e., unemployment, 

low salaries, and despair) and use these as indicators of gentrification, those who are being 

gentrified see outsiders as threats, even though they know their environment needs renovation. 

As alluded to earlier in this dissertation, Boyd's (2005) theories suggest that racial uplift theory 

of gentrification is analogous to colonization when he states: 

 This argument is based partly on the recognition that racists universalize the behavior of 

 Black individuals; attribute the behavior of one to all members of the group. The 

 resulting logic is that improving the circumstances of one individual or sub-group within 

 the Black population will improve preconceptions of all. But uplift is also based on the 

 assumption that Blacks share a common set of racial interests. (p. 280) 

 However, it is the researcher's opinion that you cannot assume all Black individuals 

attribute similar behaviors to its members or groups, due to individuals having different values 

and ideas. Ethnic theories are vast in scope. A great amount of these theories are based on 

sociology and psychology; those focusing on psychology of Blacks concur with the idea that 

Blacks are more fearful of outsiders and do see them as threats to their resources. Historically, 

Harlem has suffered through years of “racial prejudice and discrimination,” which catapulted the 

gentrification process and created fear it its residents, which is caused by competitors for 

political, social, and cultural resources (Wilson, 2006). 
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Concepts of Unmet Human Needs 

   Individuals and groups are motivated by unmet psychological and physiological needs, 

and when these needs are unmet, conflict occurs. The conflict in Harlem and the effects of 

gentrification are the direct result of unmet needs. The residents in Harlem feel their needs are 

being ignored by the developers, city officials and gentrifiers. Given these conditions, social 

systems must be responsive to individual needs, or they will be subjected to forced change, 

possibly through violence or conflict (Carroll, Coate and Rosati, 1988). 

   In doing so, the city officials and developers perceive the residents of Harlem as 

roadblocks in the way of further development for new houses; thus, the developers are creating 

better living conditions for the rich and ignoring the needs of the Black residents who live in 

Harlem, keeping them marginalized. When these human needs are ignored and become invisible 

in the eyes of dominating class, the people with less power feel extremely frustrated, therefore 

exacerbating the conflict. 

  According to Weeks (1994), when we ignore the needs of others, people feel alienated 

and that they are not treated as valuable people or groups; their contributions to their 

relationships or efforts suffer. Maslow (1954) argues there are at least five sets of goals, which 

we may call basic needs. These are physiological, safety, love, esteem and self-actuation. 

One's basic traits at the bottom of the pyramid are substantially more important than those goals 

at the upper part of the pyramid (i.e., self-actualization) (see Maslow’s Pyramid in appendix Y). 

  Maslow (1954) argued that individuals are motivated by the desire to achieve or maintain 

the various conditions upon which these basic satisfactions rest, as well as certain more 

intellectual desires. It is important to note that, in recent years, Maslow’s (1954) human needs 

theory has been seriously criticized for gross inadequacies. However, his theories are used in 
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many social conflicts for resolving issues, and can offer much valuable insight into sources of 

conflict, despite the fact that human needs theories are often ignored, or neglected by peace 

researchers (Havva, 2007). 

Human Needs Theorists 

 Historically, many human needs theorists have explored human needs in the past century. 

John Burton (1990), Marshall Rosenberg (2003), and Max-Neef Manfred (2000) are a small 

number of human needs theorists. However, none of these theorists had ever placed an emphasis 

on a hierarchy of needs nor created a pyramid indicating the importance of the order of human 

needs before Abraham Maslow (1954) did. 

Abraham Maslow: 

  Maslow’s (1954) theory states that all people and groups have fundamental needs that 

they strive to meet. The theory states that people are motivated not by their met needs, but by 

their unmet needs. These needs are illustrated in what Maslow calls the hierarchy of Human 

Needs Pyramid. (See Appendix Y of Maslow’s Pyramid of needs.) 

 Maslow’s (1954) theory states that all physiological (i.e., food, sex, breathing, water, 

sleep, excretion and homeostasis) needs must be first met before individuals or groups can 

proceed to the next higher level on the pyramid. When any of these physiological needs on the 

pyramid are unmet, or not satisfied the individual, or group becomes frustrated, and conflict is 

likely to pursue (Maslow, 1954). 

John Burton: 

  Burton's (1990) book Defiance, Terrorism and War the Process of Solving Unsolved 

Social and Political Problems brought him closer to understanding Maslow's basic human needs 

theories. Although Burton (1990) is called the father of conflict resolution, he did not invent the 
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theory of human needs. In contrast to Maslow (1954), Burton argued that education and culture 

make parties manipulate the issues and dehumanize the other parties. It is only through his social 

work on protracted, social conflicts that Burton focused on human needs. In particular, Burton 

focused on identity, recognition, security, and personal development, and looked at how 

universal human needs often become neglected, leading groups to use violence to claim their 

rights and culture, and to claim that no one human need is more important than the other (Burton, 

1990). Burton also believed that when an individual's needs are met, their preconceptions and 

behavior is positively altered, and they become more tolerant toward relationships and negative 

situations, and their preconceptions of culture take on a more positive view. 

Marshall Rosenberg: 

   In comparison to both Maslow (1954) and Burton (1990), Rosenberg (2003) devised a 

model for connecting with other needs, and argued that education and culture often alienate us 

from connecting with our real needs, and from nonviolent communication. Rosenberg grouped 

human needs into subgroups, and, like Burton, claimed no one need was more important than the 

other. However, the researcher’s opinion is that fundamental needs are more important than the 

others because, without food and water, there would be no life. Rosenberg believed in the 

existence of needs beyond what Maslow or Burton defined in their theories of human needs. 

Max-Neef Manfred: 

  Manfred (2000) also believed no one need to be more important than any other, and 

posed a distinction between needs and satisfiers. Manfred proposed nine universal human needs 

that he felt were essential for human life: (1) subsistence, (2) protection, (3) affection, (4) 

understanding, (5) participation, (6) leisure, (7) creation, (8) Identity; and (9) freedom. Manfred 

argued that human needs are seen as few, finite and classifiable (as distinct from the 
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conventional), and constant through all human cultures and across historical time periods. What 

changes over time and between cultures is the way these needs are satisfied (Manfred, 2000).  

Table 1 below illustrates the various human needs of each of the four theorists. Maslow 

(1954) is the only theorist that ranks needs in hierarchical order, beginning with the lowest on the 

pyramid (i.e., Food, water, and shelter) being the most important proceeding to the highest on the 

pyramid (human needs) being the least important. Burton (1990), Rosenberg (2003) and Manfred 

(2000) all list their human needs in a random fashion, thus indicating that no one need is more 

superior to another. 

Table 1: Defines each Theorist Preconceptions of Human Needs  

 Maslow Burton Rosenberg Manfred 

Food, Water, and Shelter Distributive justice Physical Nurturance Subsistence 

Safety Safety, security Love, integrity Affection 

Belonging or love Self-esteem Autonomy Understanding 

Self-esteem Personal fulfillment Play Creation 

Personal fulfillment Identity Celebration and moaning Identity  

 Cultural security Spiritual communion Leisure, idleness 

 Freedom  Freedom 

 Participation  Participation 

Source: Kok, 2007 

It is fascinating to note that conflict resolution attempts to seek the source of the dispute 

in order to address the causes of the obstruction, thus using conflict resolution practices to fix the 

problem or conflict. 

   In contrast to Maslow's (1954) human needs theory, facilitation and mediation methods 

explore the origins of the conflict and drawbacks, and use conflict resolution skills to resolve 

them. Maslow’s hierarchy of needs is a non-disputable tool in the resolving of conflicts. It was 

used in the intractable conflict between Israel and Palestine as a means to resolve their unmet 

needs, and it offers valuable insights into the roots of many different conflicts and is readily 

practiced in alternative dispute resolution (ADR), facilitation, mediation and negotiation. When 
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used in conflict resolution, Maslow's theory of human needs offers considerable insight into the 

causes of the conflict and helps in resolving the issues. 

   Because of the many different variables in Maslow's (1954) hierarchy of needs, the 

researcher can in theory form correlations of these variables from Maslow's pyramid and 

possibly prove that predictor variables can influence culture and the need for security within the 

analysis, and create factors that have similar concepts. The factor analysis in the research study 

will explore as many of the variables that would help predict changes in attitude toward culture 

and link constructs to gentrification. 

Concepts of the New Gentrification 

 When gentrification first came to the attention of researchers, it was understood to be the 

rehabilitation of deteriorated housing where low income working-class families lived, by middle 

class individuals in the inner city. By the 1970s and 1980s the literature on gentrification became 

broader and began to be connected to the social, economic and spatial restructuring of cities. 

Gentrification began to encompass redevelopment projects such as waterfronts, the construction 

of convention centers and hotels in the inner city, new luxury housing and office developments, 

and high end shopping districts (Sassen, 1991, p. 255). 

New-build gentrification involves middle class resettlement of the central city, the 

production of a gentrified landscape, and lower displacement in adjacent residential 

communities; these units are marketed to: 

a) High income households who can afford to purchase or rent newly constructed units in 

expensive residential developments. Developers use what earlier gentrifiers pioneered, which is 

the renovation of Victorian homes close to the central city, and replace them with postmodernist 

buildings close to the inner city. Old homes are not common or renovated for that matter, and 
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there is little to no displacement occurring within the neighborhood (Davidson and Lees, 2005, p. 

1165). Many researchers did not believe new-build gentrification was gentrification.   

b) In the last decade, the designer apartment blocks built by corporate developers 

for elite consumption have become as characteristic of gentrified landscapes as streetscapes of 

lovingly restored Victorian terraces. Lees (2003) states, “as gentrification continues to progress 

and exhibit new forms and patterns it seems unnecessary to confine the concept to residential 

rehabilitation” (pp. 248-249). 

 Whereas the original description of gentrification involved a different kind of “new 

middle class” who typically bought old historic homes and rehabilitated them for their own 

personal consumption, while at the same time increasing property values and displacing former 

long time working class residents. Instead, social researchers argue that gentrification is not 

taking place and that the new developments should be defined as “reurbanization and/or 

revitalization.” However, there is evidence that new-build developments set off the process of 

gentrification in surrounding neighborhoods. 

   Davidson and Lees (2005) presented the debate for and against new-build gentrification 

as follows: they argue that in the same fashion as the classic gentrification, disinvested areas 

experience capital re-investment, however, new developments are built, oftentimes on 

Brownfield sites, but this is not always the case (pp. 1169-1170). The main people that are drawn 

to these new developments are the urban middle class. In addition, the influx of new middle class 

results in the displacement of poor and working class populations; however, displacement may 

not be as visible.  

 Direct displacement may not be possible because the site on which the new developments 

are created as “Brownfield redevelopment property,” hence, there may be no residents actually 
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living on the land; instead the 'indirect displacement" of residents in nearby residential 

neighborhoods occurs. 'Exclusionary displacement' is another form of 'indirect displacement', 

where residents that are low-income are not able to acquire property in a certain area because of 

the neighborhood being gentrified. The socio-cultural displacement of the neighborhood may 

also happen as the new middle class residents gain greater control of the community (Smith, 

2002, pp. 427-450). Davidson and Lees (2005) stress that indirectly displace can evade 

legislation that aims to protect lower income groups from being displaced, unlike direct 

displacement involved in traditional gentrification (Lees, 2005, p. 140). 

 It is during the post-recession or third-wave era of gentrification that new-build 

gentrification has expanded; it emerged during the 1980s. During the 1980s, the state became a 

major player in influencing new-build gentrification. In the 1980s, “everyone began to call the 

process of upgrading properties without tearing down buildings gentrification" (Hackworth, 

2001, p. 815). New-build gentrification does not always occur in brown field areas. Note brown 

field areas are property or commercial restate formerly used for industrial use, but also can be 

residential areas. The major difference between new-build gentrification and the classical forms 

of the process is that there are a variety of different actors, including the state architects and 

developers (Lees, 2008, p.141). 

Summary 

  Taking into account the general context of the problem outlined in chapter 1 of this 

study, it is necessary to analyze the general approaches that are embodied in the theoretical 

literature underlying the study. First, it should be noted that all five main theoretical 

considerations: gentrification, urban space, ethnic minorities, interracial cultural and human 

needs enlightens the researcher and gives direction to the present study. It is essential that all of 
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these factors be reasonably covered in the course of its realization for five reasons. First, it is 

imperative that the overall problems posed by gentrification be analyzed and put into a total 

context of urban restructuring of Harlem in recent decades. 

   Secondly, the problem of urban space constitutes a critical factor that should be 

comprehensively examined as a part of the theoretical component of this study; the issues of 

social relations in the modern city and urban space are inexorably interrelated. Thirdly, the 

problem of ethnic minorities and social conflict in an urban environment is naturally relevant to 

the subject of the present study. Fourthly, issues pertaining to the development of interracial 

cultural interaction in modern U.S. urban areas are of utmost importance to more specific aspects 

of the present study, as it should be undoubtedly taken into consideration if one may hope to 

understand the current processes in Harlem. Finally, the issue of individual or group human 

needs help set up the foundation for understanding conflict from a conflict resolution 

perspective. 

  Furthermore, this chapter alluded to what others have said pertaining to the various topics 

of the study, and in guiding the research project. The chapter served as a stepping stone into what 

others have witnessed and researched and gave valuable insight into the different perspectives 

and complexities of culture, gentrification, and unmet human needs theory.  

The chapter alluded to the theories of Maslow (1954), Burton (1990), Rosenberg (2003) 

and Manfred (2002), which formed the theoretical foundation of this dissertation. The 

contributions by these researchers are founded in solid theoretical concepts noted in this chapter, 

and played a major role in the infinitive contributions obtained in the research. Using the theories 

discussed, by Maurrasse, (2006)  it is clear indication that Harlem is in stage six (6) indicating 

“Displacement of fewer, and fewer low-income residents not being able to hold onto their rent-
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stabilized apartments, or longtime residents having sell their properties (Rosenberg,2003). 

Ironically, this in part was caused by frustration and fear, which pivots on unmet human needs of 

security not being satisfied, thus threatening the resident's culture, security and traditional Black 

identity alluded to in Boyd's racial uplift theory. Many of the theories allude to the gentrification 

of Harlem as altering cultural well-being of Harlem residents and they form the basis for 

additional thought and discussion. Boyd's argument of gentrification being a form of 

colonization is questionable in this application, because even though all of Harlem is being 

gentrified, the intentions of the gentrifiers are still greatly unknown and can only be applied 

subjectively. 

 However, the two economic theories of production and consumption play a major role in 

understanding the development of real estate and the capitalization needed to gentrify properties 

of importance such as Harlem. As people become more marginalized, and land prices decline, 

the interests in the property grows. This generates rent gap, which denotes a distinction between 

land prices before and after. Land is further developed with an inflow of capital, thus increasing 

land prices and taxes. This leads those residents unable to pay the higher cost of living to 

abandon their property and forces them to become displaced and abandon Black identity and 

cultural security.  

When people are forced to relocate either by gentrification or forced eviction their 

anxieties grow into frustrations; these frustrations are not manifested into peaceful 

demonstrations, but can lead to violence, as indicated earlier during the many riots in Harlem's 

history. Because of unmet interests threatening security, unmet human needs become the core of 

the conflict and must be satisfied to resolve current or a long time issues. Burton's (1990) theory 

accurately examines human needs and explains quite elegantly his theory on resolving conflicts. 
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It is necessary to look at all the theories of gentrification in order to understand and explain its 

effects on the environment and residents, because no one theory explains the enormous 

transformations that have occurred in Harlem, from the 1920s to today's new Renaissance.  

These theories will also be applied in the examination of data used in the analysis at the 

end of this study. Chapter 3 discusses the methodology that will be used in the examination of 

data and used later in the analysis.
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Chapter 3: Research Design and Methodology 

 

Introduction: 

 This chapter covers the research design and methodologies used in the examination of 

data, and applies a systematic approach to answering the research questions. More specifically, 

this chapter defines the overview of the research methodology, research model and various 

components of the examination. This chapter discusses the population, data collection, survey 

instrument and variables that constitute the analysis. Finally, the chapter discusses the research 

questions and respective hypotheses and analysis that were used to derive the results. 

Overview of Research Methodology: 

The literature points to several significant factors in social relationships that pertain to 

Maslow's (1954) unmet human needs and the cultivation of one's preconceptions of culture, as 

seen through the eyes of those who experience gentrification in their neighborhood. In this 

particular study, various statistical methods were employed to study these phenomena and bridge 

the gap of past studies that only included the economic effects and not the emotional 

ramifications of this phenomenon. To accomplish this, demographic information would be 

obtained and utilized to produce various distribution plots used later in the study to help define 

the findings. Inferential statistics will govern the remainder of the analysis to support the 

researcher’s predicted changes in attitudes and preconceptions of the survey's participants. 

 Principle factor analysis was used to condense survey data into factors. These factors 

formed the basis for the analysis and most of the continuing measurements. Akin to factor 



    67 

 

 

 

analysis, Cronbach's Alpha measurements was used in determining the validity and reliability of 

the survey data. Finally, ANOVA, bivariate correlations, and multiple regression measurements 

were used in the analysis to determine statistical significance and gauge the demographic data in 

determining if there are any correlations between the demographic data and the responses from 

the respondents. 

  The research in the field of urban sociology relies on the delicate mixture of particular 

methods and approaches of both of quantitative and qualitative nature. These methodologies 

range from strictly quantitative programs that rely upon the approach of traditional political 

economy, to the tendency of overwhelmingly qualitative post-modernist programs of study that 

reject the traditional concepts of urban space and urban development in favor of emphasizing 

the blurring of differences between traditional cities and suburbs, as well as the waning of 

traditional class differences (Gottdiener, 1994, p.134). Gottdiener (1994) is a prominent 

representative of such a trend. 

However, within the context of this study, quantitative methods of research will be the 

dominant focus, as opposed to the view of postmodernist/feminist qualitative methodologies 

which, I feel are ill-fitted to conceptualize the problems faced by working-class and marginalized 

people of Harlem. This study is perfectly suited for quantitative methods and analysis because it 

is paramount for the researcher to derive significant information from the numbers in 

relationship to changing attitudes, differing groups and demographics, which people cannot get 

from qualitative methods and in addition, there are research time restraints in qualitative studies. 

Ironically, both methods have their advantages and disadvantages and must be chosen wisely, as 

dictated by the study. However, these two methods are most effective when they are combined 

together in forming a mixed-methods study if time permits, because together they provide a rich 
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understanding of human behavior and valuable insights, neither of which could fully provide 

alone. 

Therefore, the objectives of the present study and main methodological tools used include 

five levels of analysis: descriptive analysis, factor analysis, Cronbach's Alpha, Pearson's 

correlations, and multiple regression tests. 

Research Model: 

The first analysis that will be used in the research is a factor analysis. Factor analysis 

measurements in the past were very controversial and was an elusive statistical method of the 

1800s. It was even given an informal name for many years by researchers and was not often used 

in their research. Today, factor analysis is used by many social scientists in the fields of 

psychology, social sciences, and medicine for the purposes of reducing large experimental data 

sets into small factors that relate to similar constructs.  

   Charles Spearman (1904), a known psychologist, invented factor analysis over 100 years 

ago to prove his theory of intelligence. Spearman (1904) posited that all elements of intelligence, 

(i.e., logical reasoning, math abilities and verbal skills, etc.) can be reduced to one factor called 

(g). Dr. Spearman hypothesized that if one could measure this one (g) factor of individuals, it 

was possible to predict their intelligence (see Figure 1 below). Spearman's theory was met with 

much criticism in academic and social communities as an absolute theory, mainly because of the 

enormous amount of time it took to complete a calculation (e.g., 800 days); it proved to have 

little use during that time period. 

 However, many of today's researchers of today are still using factor analysis and are not 

governed or hypothesized in terms of absolute constructs like Spearman's (g) theories. Now, in 

many empirical studies, new and heuristic ways of thinking toward theoretical constructs (e.g., 
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feeling, intelligence, love, etc.), that cannot be measured directly on a scale even though factor 

analysis can produce absolute or heuristic models. In this dissertation heuristic refers to heuristic 

engineering, an experience based method reducing use of calculations, and/ or a means to 

discover (Rouse, 2009). See Spearman's model of intelligence in Figure 1 below: 

 

  

         Y=β0+β1X1+β2X2+ β3X3+ε 

   

Figure 1. Analysis of the Spearman's Model 

Source: The American Journal of Psychology.  

 Rubenstein (1986) also set out to prove that factor analysis was a viable analytical tool in 

her research on the construct of curiosity. Rubenstein (1986) argued that the seven (7) factors 

generated in her study only appeared to reveal the most significant factors in the description of 

curiosity, nor could these sole elements account for a complete description of curiosity. 

However, based on this theory, Rubenstein could calculate some levels of curiosity in children. It 

is worth noting in the literature there are two types of factor analysis: confirmatory and 

exploratory, and depending on the type can suggest either an absolute model like Charles 

Spearman research or a heuristic model like the Rubenstein examination. The distinction is how 

one interprets the way the data is handled by mathematical algorithms. In this research, the 

researcher elected to use principle factor analysis (or confirmatory analysis). As stated in the 

introduction earlier, principle factor analysis reduces the data in order to explain the total 

Logical reasoning 

Factor X1 

Math abilities 

Factor X2       

 Intelligence (g) 

Verbal skills 

Factor X3 
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variance associated with each variable in the analysis; exploratory analysis does not, and is 

therefore not applicable for this study. 

Target Population: 

 The researcher’s target population consisted of approximately 300 online Facebook users, 

and he had a 100 % response rate. Most of the participants were Black individuals living in 

different localities in Harlem, but may have also been in other parts of New York City. The 

participants were composed of both males and females aged 18 years and older, belonging to or 

living in any of the two (2) New York City housing projects (James Weldon Johnson projects 

and/or Martin Luther King Towers housing projects) who frequent Black social media groups on 

Facebook. The researcher expected a full online turn around in three (3) to six (6) months. The 

actual time was about two (2) months to get the number of participants needed. It is important to 

note that each of the two Facebook groups had more than fourteen hundred (1400) members, 

making a quick completion more likely. The researcher notes that this was an ideal location and 

population for the study because the group's racial makeup is mixed, and the average ages vary 

between 18 and 70 years old. In the researcher's opinion, social media was a place of rich data 

and was a perfect place to gather psychometric survey data for research. Babbie (2007) states 

“survey research is probably the best method available to the social researcher who is interested 

in collecting original data for describing a population” (p. 244). 

Informing the Target Population: 

To inform the target population, a participation letter from Nova Southeastern University 

(NSU) was posted on the NatalynnArnold web site (i.e., the researcher’s personal web site), as 

well as on the two (2) Facebook group pages requesting their participation and alerting them to 

the survey. (See sample participation letter in appendix B). The participation letter informed the 
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participants that they must be 18 years or older to participate, and let them know there was no 

risk in participating, nor would their name appear in the study. Once the participant form was 

read, it would instruct the participants on how to take the survey and informed them that their 

names would remain anonymous, and there would nearly be no way for the investigators to 

identify any of the members. At the bottom of the instructions there were two buttons (i.e., I 

agree, and Exit) alerting the members that they can exit the survey at any time or continue with 

the survey. If the participant pushed the “Exit” button, they would immediately leave the survey 

program. If they pushed the “I agree” button, they were taken to the first page of the survey to 

begin the questionnaire. 

Data Collection: 

 The survey questionnaire consisted of eleven demographic questions (e.g., name, age, 

marital status, etc.) and thirty (30) psychometric self-assessment questions. The self-assessment 

portion of the questionnaire was used to measure both physiological and psychological levels of 

preconceptions via a seven (7) point Likert scale. The online survey page also had a site counter 

at the bottom of its page to show how many members have taken the survey (not shown in 

appendixes). It is important to note here that counter information is extremely beneficial to the 

researcher, because it will give a count as to the number of members taking the survey and 

frequency.  

 To validate the psychometric survey and establish a reasonable confidence level before 

the actual test data was collected, a pilot test was needed and was given to the first twenty 

participants of the study. This was done at the start of the survey to assure the main psychometric 

survey questions had the highest intercorrelation between the sentence pairs and had a high 

degree for statistical significance. During the pilot test, no statistical significance was exhibited 
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at that time, so the study was continued. The rationale behind the pilot test was to test the 

questions with a small number of participants, and to discern any unanticipated problems in 

either their understanding of the survey or identify questions that may give concern to any of the 

participants. Having this information before administrating the actual survey can greatly help 

improve the quality of the survey and uncover any unexpected problems that may be hidden in 

the questionnaire. Once the survey was completed, the results from the survey were analyzed by 

using SPSS version 20. 

Sample Size: 

For the purpose of this study, to generalize the population theoretically, the sample size 

was calculated to be no less than 300 samples. This equated to a 95% level of confidence, which 

corresponds to alpha level of 0.05 used in the research analysis. See Figure 2 below: 

𝑛 = [

𝑍𝜎
2
∈

]

2

=
[2.41 × 7.18]2

1
= [17.3]2 = 299.29 𝑜𝑟 300 minimum samples 

Figure 2. Formula for determining the number of samples. 

Variables used in the study: 

 Dependent Variables. In this study, to find out the impact of unmet human needs on the 

preconceptions of culture, the dependent variable used was “Perception of Cultural Loss” (Q10). 

Question 10 was measured via the self-Assessment Psychometric Survey (AMUH 1952) and 

used in the calculations to compare the overall culture scores. This type of calculation is 

appropriate according to Denison (2000), who posits that that subjective measurement of 

theoretical constructs can correlate into objective measurements. 
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Independent Variables. In this study there are twenty eight (28) independent variables 

that affect cultural change and are measured by the (AMUH 1952) survey instrument. The 

independent variables in the AMUH 1952 are Q1 – Q30 minus Q10 and Q13. The AMUH 1952 

survey collected data from each of the 28 questions and broke them down via factor analysis into 

4 theoretical constructs. (See table 3 below.) The four (4) theoretical constructs (i.e., trait 

indexes) are: love, safety, physiological and esteem. Each trait corresponds to 4 predictor 

variables that parallel Maslow's (1954) pyramid of human needs, except for the culture factor, 

Q10, which is derived from the survey questions. Note: to answer the research questions, all 28 

questions serve as independent variables and must be transformed by factor analysis, in order to 

calculate an association between the dependent variable Q10 and independent variable in the 

AMUH 1952 questionnaire. This was done to affect future analysis, establish a relationship of 

each of the four traits, and include Q10 in establishing variations in the preconceptions of culture 

and possibly the isolation of key factors used in the analysis. 

Predictor Traits and Variables: 

Table 3 of the metric table below is divided into four rows and four columns. The 

columns show the load factors, predictor traits, index and questions. The load factors are 

analyzed during the factor analysis calculations. These four factors correspond to changing 

values that are equal to or greater than one. The predictor traits on the labels give the index 

variables. During the analysis, these predictor traits are labeled as predictor variables. These 

predictor variables are the independent variables that influence the dependent variable or output 

variable. The AMUH 1952 questions correspond to various preconceptions of attitudes and 

feelings related to the research questions and measure their intensity on a seven point Likert 

scale from “almost never to almost always.” These questions are broken down into behavioral 
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and psychological responses because of changes in the environment and factors influencing 

changes in human behavior. There are four (4) predictor variables and one output variable. These 

four predictor variables are comprised to answer the three research questions: 

RQ1. Is there a relationship between the AMUH 1952 profile and preconceptions of 

culture? 

  RQ2. If so, what is the nature of that relationship? 

RQ3. Is there a correlation between gentrification in Harlem and preconceptions of 

culture? 

The four predictor variables used in this study are: Physiological, love, safety and esteem, 

which correspond to Maslow's (1954) human needs theory. The index of the metrics corresponds 

to the human necessities of each trait, as indicated by Maslow's pyramid. The AMUH 1952 

measures and breaks down each question to its corresponding index calculated by factor analysis 

and substantiates each index by reliability validity testing (See table 2 below for a better 

definition). 

The concept of the metric model is based on Spellman's (g) theory in figure seven (7), 

except instead of measuring logical reasoning, mathematical abilities and verbal skills to 

determine intelligence, the researcher is measuring theoretical constructs (i.e., Human Unmet 

Needs) to predict changes in the preconceptions of culture change as measured by the self-

assessment instrument. According to the literature and theories of Maslow (1954) and Burton 

(1990), unmet human needs are what humans strive for, and when any of these unmet needs are 

not satisfied, humans feel a void and strive to fulfill any of their missing needs by critically 

changing their behavior patterns. 
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As noted in chapter 2, the preconceptions scale AMUH 1952 profile answers all six 

hypotheses as they relate to love, safety, physiological, and esteem needs and are broken down 

into the various indexes seen in table two (2) below. 

Table 2: Summary of Predictor Traits & Indexes 

Predictor Traits   Index 

Love 1. Friendship 

2. Family 

3. Sexual intimacy 

Safety 1. Employment 

2. Resources 

3. Morality family 

4. Health 

5. Property 

6. Income 

Physiological 1. Food 

2. Water 

3. Sex 

4. Sleep 

Esteem 1. Values 

2. Personality  

3 Attitude 

4. Behavior 

5. Feelings 

 

As noted in chapter 2, when an individual’s needs are met, their preconceptions and 

behavior is positively altered, they become more accepting of relationships and negative 

situations, and their preconceptions of culture take on a more positive view. 

Operational Definitions 

Attitude. As defined in this study, it is the combination of values and personalities in 

which an individual forms an opinion and/or attitude in regard to a decision or interpretation of 

an event. 

Behavior. As defined in this study, behavior are the responses and individual reactions to 

an event; behavior dictates whether he or she responds positively or negatively. 
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Culture. As defined for the purpose of the study, culture is defined as an appreciation of 

good literature, music, art and food. The AMUH 1952 measures culture by taking the averages of 

the responses in relation to the correlations of the predictor variables and their ranking in relation 

to the overall cultural score. 

Employment. As defined in this study, it is the relationship between an individual and an 

employer who uses his/her services for profit. 

Esteem. For the purpose of this study, it is self-evaluation of one's emotional attitude 

towards themselves. “Self-esteem is that evaluation which the individual makes and customarily 

maintains with regard to self-worth, expresses an attitude of approval, or disapproval toward 

oneself” (Rosenberg, 1965, p. 5). 

Family. As defined in the study, it is a group of people conceived sexually who 

interactively reside in a single household comprising a mother and a father and children. 

Feelings. As defined in the study, it is the emotions that an individual brings to the 

forefront of his/her desires and aspirations. It is the actions that one feels internally and can 

rarely express externally. 

Food. As defined for this study, it is the necessary nutrition that the body needs to sustain 

its energy and existence. 

Friendship. As defined in this study, it is a mutual relationship between individuals. 

  Gentrification. As defined by this analysis, gentrification is the process of accelerated 

rehabilitation of the wealthy White gentrifiers at the expense of displacing marginalized people 

(Glass, 2004). The AMUH 1952 measures gentrification by taking the averages of the responses 

in relation to the correlations of the predictor variables (see descriptive summary in appendix K). 

Health. As defined in this study, it is one's overall physical condition. 
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Income. As defined in the study, it is the money one receives for his/her work or labor 

that he/she relies on in order to sustain his/her family and his/her life. 

   Love. For the purpose of this study, love is defined as sense of belonging and acceptance 

among their social groups, friends and family. Feelings of love can be gauged on the Likert scale 

from one to seven, from almost never to almost always. 

Mortality Family. As defined for this study, it is a state of death or sense of death as it 

relates to the family. 

Personality. As defined in this study, personality are reactions and behaviors a person 

acquires over the course of his/her life experiences. 

Physiological needs. Are defined for this study as the fundamental needs all human 

beings need to exist, (i.e., food, water, sex and sleep). Physiological needs will be gauged and 

measured from responses in the AMUH 1952 profile via the Likert scale from either almost 

never to almost always. Similarly, the remaining traits and indexes will be measured by the 

AMUH 1952 profile and calculated to give the intensities of each trait according to the model 

outlined in the results as measured by the Likert scale in the analysis. 

Property. As defined in this study, it is a valuable good, whether it be land or other 

abstract material objects one may own or have in their possession. 

Resources. As defined for this study, a resource is a supply or source of an item used for 

one's advantage of profit. 

Safety. For the purpose of this study, safety is defined as a need for structured 

predictability, stability and freedom from fear and anxiety. Feelings of safety can be gauged on 

the Likert scale from one to seven, from almost never to almost always. 

Sex. As defined in study, it is a dichotomous variable: male and/or female. 
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Sexual intimacy. As defined in this study, it is a primary aspect of behavior of marital 

relationships and intimacy within couples. 

Sleep. As defined in this study, is the process of relaxation in which the human brain is 

given the opportunity to rejuvenate itself and restore vital chemistry to one's anatomy. 

   Unmet Human Needs. As defined in this study, they are considered the foundation of 

our existence and are motivated by psychological and physiological factors. When these needs 

are unmet, conflict occurs. The AMUH 1952 measures unmet human needs by taking the 

averages of the responses in relationship to the correlations of the predictor variables. 

Values. As defined in this study, it is one's beliefs and standards which determines one's 

behavior and beliefs and is usually formed by one's culture. 

Water. As defined in the study, it is the liquid that all life must obtain to maintain 

equilibrium of plants and human cells. Without it, life would not be possible. 

Please note in this section, common traits and indexes do not have to be referenced. 

Survey Instrument 

  The Self-Assessment Psychometric Survey (AMUH 1952) instrument was used by the 

US government in 1954 to gauge prisoner's conceptions of federal incarceration and changes in 

their environments and was discontinued sometime shortly after that. However, since its 

discontinuance, the questionnaire has been used in other psychometric applications. Robins 

(2001) posits that it is a good instrument to gauge changing attitudes and preconceptions and has 

been adapted and used in the Rosenberg (2003) self-esteem scales, as well as similar 

perceptional assessment tools used in social research. For the purposes of this study, the survey 

started off with asking demographic information as repeated earlier in the data section (e.g., 

name, age, marital status, etc.) Once this part of the psychometric survey was completed, the full 
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questionnaire was given. The questionnaire consisted of thirty mixed questions on a seven (7) 

point Likert scale. For example, (1 least caring and 7 = strongest opinion). (See questionnaire in 

appendix A). Geoff (2010) argues Likert scales are an excellent choice for measuring 

preconceptions and attitudes of participants. 

The questionnaire controlled for acquiescent and extreme response biases by asking 

negative questions. Acquiescent bias is a condition by which the respondent becomes bored and 

agrees just to agree. Extreme response bias is similar to acquiescent bias, except in this case the 

respondent agrees to all either low or high responses. It is worth noting that mixed questions, in 

particular negative questions, force the respondents to consider the question more closely. The 

psychometric survey posed the least difficult questions first, then progressively moved toward 

more difficult questions, thus building more confidence as the respondents proceeded through 

the survey (see appendix A). 

The main psychometric survey sheet was labeled in bold red letters at the bottom of the 

test sheet: “Your participation in this psychometric survey is strictly confidential, voluntarily and 

may stop at any time if you choose not to finish this psychometric survey” (see appendix A). The 

researcher expected a 70% to 80% return rate and expected that some of the answers may not be 

answered correctly or missing; however, the researcher obtained a 100% return rate. As stated 

earlier in this chapter, to validate the psychometric survey and to establish a reasonable 

confidence level, a pilot test was given on the first twenty participants of the study. This was 

done at the start of the survey to assure the main psychometric survey questions had the highest 

intercorrelation between the sentence pairs and have a high degree of reliability and validity. 

The researcher’s rationale behind the pilot test, as stated earlier in this chapter, was to 

first test the questions upon a small number of participants to discern any unanticipated problems 
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in either understanding the psychometric survey or questions. In so doing, the pilot results 

proved helpful in improving the quality of the psychometric survey and uncovered a few 

unexpected problems that were hidden in the questionnaire, unbeknown at that time to the 

researcher. 

Principle Factor Analysis (PFA) 

Principle Factor Analysis (PFA) is a statistical method created 100 years ago by a 

psychologist named Charles Spearman. It was used by the researcher to reduce a small number 

of independent variables of complex constructs, mostly uncorrelated to themselves, to a set of 

four (4) factors or predictor variables, Love, Safety, Physiological and Esteem, that were mostly 

correlated to each other. PFA reduces the data in order to explain the total variance associated 

with each variable included the analysis (Weeks, 2003). This is illustrated in table 3. 

Table 3: Loaded Factors, Index’s and Questions 

Loaded factors  Predictor Trait Index Questions 

Factor 1 Love Friendship, family, sexual 

intimacy, etc. 

Q4, Q7, Q8, Q9, Q11, Q14, 

Q16, Q17, Q19, Q23, Q24  

Factor 2 Safety Employment, resources, 

morality family, health, 

property, income, etc.  

Q2, Q3, Q5, Q6, Q12, Q15, 

Q27  

Factor 3 Physiological Food, water, sex, sleep, etc.  Q20, Q21, Q26, Q28, 

Q29,Q30  

Factor 4 Esteem Values, personality, attitude, 

behavior, feelings, etc. 

Q1, Q18, Q22, Q25  

Survey 

 

AMUH 1952 

 

Overview cultural score Q1 – Q29 

 

Note: The Self-Assessment Psychometric Survey (AMUH 1952) instrument is in the public 

domain and permission is not required from the originator. Note: table three (3) only shows 

twenty-eight questions, as Questions 10 and 13 were removed. Q13 was disallowed during the 
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factor rotation in the analysis because of low correlations: < .5 within the four (4) factors in the 

rotated component Matrix (see rotated component matrix in appendix L). Q10 is used to predict 

preconceptions of culture, and is not a factor nor an independent variable.  

Cronbach's Alpha 

  A means of measuring psychometric scores (i.e., surveys). Cronbach's Alpha was created 

by Lee Cronbach as a means of measuring reliability of test instruments or internal consistency. 

Cronbach's Alpha measurements range from 0 to 1. Alphas having a zero means having no 

reliability. An Alpha of 1 has excellent reliability. Note that as a general rule of thumb, 0.7 or 

better is considered a good indication of reliability or internal consistency (Perez, 2004, p.139). 

This method was used by the researcher to determine both the AMUH 1952 validity and 

reliability. 

Validity and Reliability: 

Akin to factor analysis is Cronbach's alpha. As stated above, Cronbach's alpha is used to 

measure internal consistency and/or reliability. Cronbach‘s alpha is the mathematical equivalent 

of measuring internal consistency (e.g., Likert index scores). According to Babbie, (2007) 

“Likert index is a type of composite measurements developed in an attempt to improve the levels 

of measurement in social research” (p.171). Cronbach Alpha tests were invented by Lee 

Cronbach in 1951 to measure psychometric test scores in a survey. This dissertation study 

consisted of eleven demographic questions (i.e., gender, age, etc.) and 30 psychometric questions 

derived from a pool of one hundred and fifty five questions used at one time to measure 

prisoner's preconceptions to changes in living conditions while being incarcerated in federal 

prisons. The thirty questions were based on psychological norms and human needs theories by 

Maslow (1954) and Burton (1990). Some of the questions were modified to align more closely to 
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the research questions (see appendix A). The thirty questions were reduced to four (4) 

mathematical constructs (i.e., factors) so validity and reliability measurements could be made, 

equating the survey questionnaire to the associations of physiological, love, safety and esteem 

and alluding to Maslow's pyramid of human needs, with the exception of culture, as seen in table 

3 above. 

Table 4: Cronbach's alpha rating 

Cronbach’s alpha Internal consistency 

α ≥ 0.9 Excellent 

0.8 ≤ α < 0.9 Good 

0.7 ≤ α < 0.8 Acceptable 

0.6 ≤ α < 0.7 Questionable 

0.5 ≤ α < 0.6 Poor 

α < 0.5 Unacceptable 

 

Each of the four factors in table 4 above was measured for reliability. As a rule of thumb, 

Cronbach's alpha should be equal or greater than .7; according to George and Mallery (2002), for 

good internal consistency of the data, Cronbach alpha rating should be >.7. The researcher’s data 

equaled good reliability with alpha rating of .79 (see Cronbach’s Alpha _ Reliability ratings in 

appendix H). However, there is no agreed upon level of alpha by social scientists. Most social 

scientists are in agreement that the closer Cronbach's alpha is to 1, the better the internal 

consistency and reliability of the items under study (DeSena, 1999). It is important to understand 

one important thing in research, particularly in behavioral sciences: there is always going to be 

some error in the measurement of the variables the researcher is trying to calculate. Objective 

measurements are very hard to come by when talking about human behavior or psychological 

constructs. This is not the case when dealing with the physical and natural sciences. The 

researcher may never know how much a person is in love or how honest a person is, because the 
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accuracy of the measurement is going to be limited in some degree in conducting this 

measurement.  

As long as we understand that there is always going to be some error in these 

measurements, “having errors” does not mean necessarily that the researcher has done anything 

wrong; the researcher is just acknowledging the fact that we are never going to fully understand 

or measure the true value of some of these theoretical constructs. A measurement error can be 

broken down into two different types of errors: systematic and unsystematic errors (i.e., random 

errors). The researcher is hoping there is no systematic error when recording his research data, 

and that is what reliability and validity are all about. Systematic errors can be controlled by the 

researcher in comparison to unsystematic errors, which the researcher has no control over. 

When the researcher has control, the researcher can reduce the amount of errors by 

reducing inconsistencies in the data, and can measure the construct more precisely. When the 

researcher has no internal consistency, it is difficult, if not impossible, to measure a construct 

accurately. If the researcher measures the theoretical construct incorrectly, the researcher is 

going to ultimately draw incorrect conclusions about that construct. In that case, the researcher 

would also be doing something wrong as well; it becomes imperative that the researcher controls 

for systematic errors by designing a survey with the least amount of errors and biases. 

Research Questions 

 In this quantitative study, the researcher explored the impact of Harlemites’ 

preconceptions of unmet needs of its residents and loss of Harlem's culture, as well as the 

interrelations between emotions that triggered changes in their conceptions of culture caused by 

gentrification. Therefore, the following three research questions are paramount to the study: 

1.) Is there a relationship between the AMUH 1952 profile and preconceptions of culture? 
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2.) If so, what is the nature of that relationship? 

3.) Is there a correlation between gentrification in Harlem and preconceptions of culture? 

The theories in the literature suggest that there is a correlation that exists between unmet 

human needs and changes in one's perception in relation to their environment; however, past and 

current research in this area is lacking. This study attempts to close the gap. 

The study showed that there is a correlation between the three research questions, and in 

the researcher’s opinion, this is a valuable tool for those trying to understand the relationship 

between those who are being impacted by the gentrification of Harlem areas and its impact on 

one’s cultural preconceptions and surroundings. It is the opinion of the researcher that with this 

information, city officials can propose new policies and implement changes that are less invasive 

and more sensitive to the residents’ needs, and then evaluate intelligently the benefits versus the 

losses. 

Hypotheses 

Based on the above research questions, the following hypotheses were produced: 

H01. There is no significant relationship between the AMUH 1952 profile and 

preconceptions of culture. 

H11. There is a significant relationship between the AMUH 1952 and preconceptions of 

culture. 

As stated above in the literature review, Burton (1990) suggest that unmet human needs 

are the core of individuals behaviors and when these human needs go unmet individuals, and/or 

groups, become frustrated, and conflict is likely to ensue. Thus, when there is a struggle between 

the alteration of an individual’s preconceptions of their surroundings, and their constant striving 

to maintain homeostasis, conflict is very likely to happen. This hypothesis was tested by 
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Spearman's model, and the total combination of AMUH1954 survey questions 1-30 will be 

compared to question Q10, ”Preconceptions of cultural loss”.  

H02. Physiological needs are negatively or not related to preconceptions of culture. 

H12. Physiological needs are positively related to preconceptions of culture. 

To test this hypothesis, and the physiological needs that affect preconceptions of culture, 

the following questions in the AMUH1954 profile were examined: Q20, Q21, Q26, Q28, Q29 

and they were compared to question Q10. 

H03. Love needs are negatively or not related to preconceptions of culture. H13. Love 

needs are positively related to preconceptions of culture. 

H13. Love needs are positively related to preconceptions of culture. 

In a similar manner to the above mentioned hypotheses, to measure this hypothesis and 

its relationship to love and its effect on one's perception of culture, the AMUH1954 profile 

examined Q1, Q4, Q8, Q7, Q9, Q11, Q14, Q16, Q17, Q19, Q23, and Q24 and compared them to 

Q10. 

H04. Safety needs are negatively or not related to preconceptions of culture. 

H14. Safety needs are positively related to preconceptions of culture.  

By the same token, to measure this hypothesis and its relationship to safety and its effect 

on one’s perception of culture, the AMUH 1954 profile examined Q2, Q3, Q5, Q6, Q12, Q15, 

and Q27 and compared them to Q10.  

H05. Esteem needs are negatively or not related to preconceptions of culture  

H15. Esteem needs are positively related to preconceptions of culture.  
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Like the above mentioned hypotheses, to measure this hypothesis and its relationship to 

esteem and its effect on one's perception of culture, the AMUH1954 profile examined Q1, Q18, 

Q22, and Q25 and compared them to Q10. 

H06. There is no significant correlation between Harlemites’ preconceptions of 

  gentrification, and preconceptions of culture. 

H16. There is a significant correlation between Harlemites’ preconceptions of 

gentrification, and preconceptions of culture. 

In a similar fashion to the above mention hypotheses, to measure this hypothesis and its 

relationship to gentrification and its effect on one's perception of culture, the AMUH1954 profile 

examined Q30 compared it to Q10. See table five (5) below for a summary of the hypothesis and 

their relations to operationalization and variables tested. 

Table 5: Summary of Hypotheses & Operationalization’s 

Hypothesis Variable being tested Operationalization 

 

H1  Preconceptions of Unmet Human Needs & 

Preconceptions of Cultural Change 

 

 

Overall Culture Score Q1-30 & 

Q10. 

H2  Preconceptions of cultural change & 

physiological needs  

 

 

 

 

Q20, Q21, Q26, Q28, Q29, Q30 

& Q10. 

H3  Love needs & preconceptions of cultural change   Q4, Q7, Q8, Q9, Q11, Q14, Q16, 

Q17, Q19, Q23, Q24 & Q10 

H4  Safety needs & preconceptions of cultural change   Q2, Q3, Q5, Q6, Q12, Q15, Q27 

& Q10. 

H5  Esteem needs & preconceptions of cultural 

change  

 Q1, Q18, Q22, Q25 & Q10 

H6  Preconceptions of gentrification & cultural 

change. 

 Q30 compared to Q10. 

 

Data Analysis 

For the purposes of this study and ease of analysis, the researcher used Statistical Package 

for Social Science software version 20 (hereafter, referred to SPSS). SPSS also has another 



    87 

 

 

 

name: “Predictive Analytical Software”, or PASW. SPSS was used for testing the bivariate data 

and doing all the analysis. SPSS has many statistical routines already incorporated in the 

software, thus cutting the analysis time down in half; however, the one disadvantage of SPSS is 

that it gives more information than necessary, which at times can obscure the interpretation of 

the analysis. 

The primary analysis of this study employed descriptive statistics and techniques using 

analysis of variance, correlation techniques and multiple regressions. Five statistical tests were 

used to test data from the psychometric survey: Descriptive statistics, Scree plot, Pearson 

correlation, Regression and Analysis of the variances (see scree plot diagram in appendix M). In 

addition, the use of factor analysis and the examination of Cronbach's Alpha were used to 

determine the internal consistency of the survey questions to each of the four theoretical 

constructs: love, safety, physiological and esteem and included the overview score, which is not 

counted as a construct in the analysis (see Table 5 above). 

For this study, the descriptive statistics were first used to arrange the demographic data 

taken in the psychometric survey and measuring the socioeconomic variables: age, gender, 

education, income, etc., because these measurements are valuable in this research study.  

These descriptive statistics included means and standard deviations, and were used to 

produce frequency table and counts of the participants as well as comparing differing 

relationships among the variables using SPSS’s statistical crosstabs. The descriptive information 

was also used for scoring and measuring the differences in mean (M) by a one way analysis of 

variance measurement. Measures of central tendency were used to analyze any differences in the 

mean (M) of the demographic makeup of the group and their responses to the survey questions. 

(See appendix P).  
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 A descriptive summary of correlation and bivariate regression testing was also used to 

determine the associations of the four factors and the statistical significance (see bivariate 

correlations descriptive summary in appendix N and bivariate correlations descriptive summary 

in appendix O). Although not shown in the summaries, it is worth noting that correlations go 

from 0 to 1. With (0) zero having no correlation and (1) one having a perfect correlation, these 

same four factors will also be used for regression testing later in the analysis.  

To accomplish this level of measurement, data shall be an interval and the unit of analysis 

will be people’s attitude. The Factor Analysis and Cronbach’s Alpha will be discussed later in 

this study’s results. The equation in Figure 3 below was used to predict the changes in the 

dependent variable in relationship to independent variables, when the slope and intercept are 

calculated using the correlations  

Predicted Variable (DV) = (slope x (IV) + intercept) (Regression line not shown in this project).  

Figure 3. Regression Formula 

Limitations and Delimitations: 

This study focused on various theoretical constructs and their relations to perceptual 

changes when individuals encounter various stresses in their lives that can be attributed to unmet 

needs. In addition, this study also has limitations that have a profound effect on the study’s 

analysis. Some of the main limitations of the present study are:  

1. The research is not totally 100 % anonymous due to it being an internet study; it is 

almost impossible for someone not to find out the researcher's true identity.  

2. It is not possible for the researcher to completely interpret the needs of humans, as 

there are mitigating factors which influence one's preconceptions that were not measured here.  
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3. The fluidity of changes in the urban restructuring of Harlem poses a significant 

challenge to maintaining the internal coherence of the study, as some factors are developing too 

unpredictably and chaotically to be duly taken into account. 

4. The samples are not randomly selected, nor is the sample size significant enough to be 

generalized throughout Harlem, particularly due to the small size of the number of samples being 

self-reported by the participants. Finally, Harlem residents may be reluctant to give their accurate 

portrayal of feelings toward the psychometric survey. Some Harlem residents may fear 

retaliation from other residents if they take part in the questionnaire, especially if they are older 

participants. 

5. Questions 4, 7, 8, 9, 10, 11, 14, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, and 30 in the survey 

must be decoded in the analysis, in-part due to them being negative questions. 

  As discussed above, the primary delimitation of the study is the type of data and various 

sources that have been taken into account during the period of the 1990s to 2012. Even though 

the intense process of gentrification began in Harlem in the early 1950s, its greatest impact is 

limited to the current historical period. 

Delimitations: 

Spearman (1904) hypothesized that if math skill, logic skills and verbal skills could be 

factored into one aspect, it would be possible to predict the intelligence of children based on a 

“g” value. We may never know the one thing, but we do know that a factor analysis can produce 

viable models that can solicit different frames of thought. Rubenstein (1986) discovered seven 

factors that were common in the construct of curiosity, which catapulted more research into 

factor analysis; although our research was not totally based on the theory as Spearman’s, from a 

heuristic point of view, the results are far-reaching in establishing factors that do, in fact, 
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influence the preconceptions of cultural change. It is important to note that factor analysis is not 

without fault either, and the results must be interpreted accurately to assess its true meaning.  

 The researcher must pay close attention to the cross loading of factors to determine if co- 

linearity exists between the data. This usually occurs when the coefficients are closer to 1.0. 

 Co- linearity affects regression measurements, and gives erroneous test results; however, 

statistical measurements confirm there was no co-linearity and both hypotheses were adequately 

examined and proven to be reliable in establishing statistical significance in the study.  

Conclusion and Summary 

 This chapter has outlined the methodology used in the study and focused on making use 

of the diverse quantitative data and applications. The chapter discussed the variables and 

operationalized definitions in its entirety and focused on what was needed to answer the 3 

research questions: 

1. Is there a relationship between the AMUH 1952 profile and preconceptions of culture?  

2. If so, what is the nature of that relationship?  

3. Is there a correlation between gentrification in Harlem and preconceptions of culture?  

  Four primary statistical tests were used in the data analysis for the forty one question 

survey inventory, not including the Factor Analysis and Cronbach’s Alpha’s: Descriptive, Scatter 

plot, Bivariate Correlation and Multiple linear regression. Descriptive measurement was used to 

order the data in the data files for generating frequency tables, mean tables (M), averages tables 

(A) and standard deviation tables (SD), thus creating descriptive crosstabs. The scatter plot was 

used as a visualization method in determining the strength and direction of the associations of the 

variables and to reaffirm if there is a linear correlation and if multiple regression measurement 

could be administered to determine any association between the independent variables to the 
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dependent variable, as well as to calculate the slope and the intercept of the regression line (see 

scatter plot diagram in appendix in Q). Correlation and multiple regression testing were also used 

to determine the associations of the 4 factors and the statistical significance (see appendices I and 

J).  

It is worth noting again that correlations go from 0 to 1, with 0 having no correlation and 

1 having a perfect correlation; these same 4 factors will also be used for regression testing. 

Pearson correlation testing is one type of hypothesis testing measures used in the social sciences 

field because it gives the researcher a firsthand idea whether to accept or reject the null 

hypothesis.  

The chapter specified the model used in the research that directed the researcher in 

choosing which methods and quantitative tests best suited the study and determined which 

variables would be used in answering the research questions. In addition, the chapter discussed 

the application of the data analysis, which was paramount in the research project. The next 

chapter will show the findings of the demographic data, data transformation, influencing factors, 

hypothesis results, summary and conclusions.
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Chapter 4: Presentation of the Findings 

 

Introduction: 

This chapter outlines the presentation from the questionnaire and discusses the results by 

first assessing the descriptive statistics in the demographic areas of the sample targets and then 

describing the corresponding populations in the survey. The chapter posits that an unmet human 

need, in conjunction with gentrification, has a profound effect on one's perception of cultural 

change. As stated earlier in chapter 3, and shown again in his model below, Dr. Spearman (1904) 

hypothesized that if one could measure this single (g) factor of individuals, it was possible to 

predict their intelligence when theoretical constructs were factored (as cited in Healey, 2009).  

   

 

  

         

        Y=β0+β1X1+β2X2+ β3X3+ε 

Figure 4. Spearman’s model in 1904 

 Extending Spearman’s (1904) theory and using Spearman model in figure 4 above, the 

following results were obtained by using factor analysis and Cronbach's alpha in describing 

Spearman theories, which helped the researcher in answering the following research questions:  

Logical reasoning 

Factor X1 

Math abilities 

Factor X2             

 

 

 Intelligence (g) 

Verbal skills 

Factor X3 
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1. Is there a relationship between the AMUH 1952 profile and preconceptions of culture, 

and 

2. If so, what is the nature of that relationship? 

3. Is there a correlation between gentrification in Harlem and preconceptions of culture? 

Unlike Spearman’s question of intelligence, the question I am seeking to answer is whether or 

not gentrification has an influence on one’s preconceptions of culture, based on the survey data 

measuring needs and relevant theories outlined in the literature review of this dissertation.  

An outline of the data used to resolve the last research question, “Is there a correlation 

between gentrification in Harlem, and Harlemites’ preconceptions of cultural change, or loss in 

Harlem” will be used to describe the remaining results. This research project was subsequently 

founded on the following research questions: 

Research Question 1. Is there a relationship between the AMUH 1952 profile, and 

preconceptions of culture? 

Research Question 2. If so, what is the nature of that relationship?  

Research Question 3. Is there a correlation between gentrification, and preconceptions 

of culture?  

Descriptive Statistics 

This section of the chapter gives an overview of the descriptive statistics and research 

conducted over the internet. The research study was performed over the web via Facebook by 

having participants answer a forty one question survey designed by the researcher. Eleven 

questions of the survey were strictly demographic based on: name age, marital status, etc. The 

remaining 30 questions measured the participant’s preconceptions of culture on the 7-point 

Likert psychometric instrument (see the Survey Questions in appendix A). 
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The study consisted of three hundred (300) computer users, 18 years or older that lived in 

various geographical areas of Harlem’s primary Black areas: East Harlem, Central Harlem and 

West Harlem who frequent Facebook's social Black media chat rooms. 

In total, 320 questionnaires were posted on Facebook via a computer and were answered 

voluntarily, including the twenty responses from the pilot test. The data received from each 

participant was as close to complete anonymity as possible. Before taking the survey, all 320 

participants had to read both the online participation letter written by the researcher (see 

appendix B), and read the approval letter by the IRB. (See the IRB Approval Letter in appendix 

C). There were no adverse reactions including injury; depression or suicide were brought to the 

attention of the researcher either before or after taking the survey. 

Overview of the Samples 

An examination of all the returned surveys revealed 20 questionnaires had some 

omissions of sorts; however, the remaining 300 samples were clear of any omissions, thus giving 

the researcher a return rate of 100 %. It is worth noting the research sample size was based on the 

calculations in figure 2 in chapter 3. Once the researcher achieved this number, it was suitable 

for the study to continue. The first 20 questions were for the pilot test and were later disallowed 

in the study. The pilot test was disallowed because of omissions by the respondents and lack of 

comprehension caused by the wording of questions. 

The pilot test exhibited some ambiguities, which may have confused the participants at 

first, but were quickly cleared up by editing making the survey and making it much easier to 

understand. Only minor adjustments of color and formatting made the survey a lot more 

attractive and easier to comprehend. The survey's focus was to measure participant's opinions 

and attitudes as they pertained to their needs and cultural changes caused by their environment. 
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   The survey incorporated a seven (7) point Likert scale to measure the theoretical 

constructs outlined in chapter 3. The survey incorporated a seven point Likert scale because the 

researcher wanted the participants to be able to pick the fifth point as a neutral point, which is 

not available in a five point Likert scale (Bobbie, 2007). To do the data analysis, SPSS version 

20/ PASW (Predictive Analytic Software) was used because of its broad empirical base and 

extensive use in the social sciences. The study begins with the demographic results shown below 

in tables six (6) through 15. 

Demographic Finding 

Table 6: Age Distribution of Participants in Proportion to Gender 

 

Gender * Age Cross tabulation 
  

 Ages Total 

18-25 26-40 41-55 56-Over 

Gender Male Count 33 21 31 32 117 

% of 

Total 

11.0% 7.0% 10.3% 10.7% 39.0% 

Female Count 18 53 46 66 183 

% of 

Total 

6.0% 17.7% 15.3% 22.0% 61.0% 

Total Count 51 74 77 98 300 

% of 

Total 

17.0% 24.7% 25.7% 32.7% 100.0% 

       

Table 6. Represents the age distribution of participants in proportion to gender across the 

four age categories. Of the 300 respondents, 39% were men (n = 117) and 61% were women (n = 

183). Their ages ranged from the high teens to over 56 years of age. The participants’ ages were 

uniformly split among the four (4) age categories, with the largest number of respondents 

between the ages of 56 and over (32.7%; n = 98), lower ages 18 to 25 (17%; n=51), and mid ages 

26 to 40 (24.7%; n=74), and mid to high ages 41-55 (25.7%; n=77).  
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Figure 5. Describes the distribution of ages in percentages 

 

The above pie chart in figure 5 gives a visual indication of the breakdown of ages by the 

number of participants. The chart shows the various ages in the four (4) age categories 

irrespective of gender who have taken the survey. The pie’s four parts in the chart indicate the 

percentages of those participants in each of the age groups in relationship to the total number of 

participants represented in the sample size across the four age categories. 

Table 7: Marital Distribution of Participants in Relationship to Gender 

 

Gender * Marital status: Cross tabulation 

 Marital status: Total 

Single Married Separated 

Gender Male Count 50 50 17 117 

% of 

Total 

16.7% 16.7% 5.7% 39.0% 

Female Count 55 89 39 183 

% of 

Total 

18.3% 29.7% 13.0% 61.0% 

Total Count 105 139 56 300 

% of 

Total 

35.0% 46.3% 18.7% 100.0% 

 

Table 7. Above represents the distribution of the male and female populations across the 

three marital status (i.e, single, married and separate) columns of the table. The table displays the 

total number of males and females in each row in its appropriate category. The table describes 
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the marital relationship between the survey participants, and describes the various relationships 

of respondents in different marital statuses. The table gives an indication of the number of 

participants who were taken the survey and outlines the total number of participants involved in 

answering the survey questions about their gender and marital status. 

 

Figure 6. Describes the distribution of marital statuses in percentages 

 

The above pie chart in figure 6 gives a visual indication of the breakdown of different 

marital statuses by the number of participants who have taken the survey and indicates the 

percentages of those participants in each of the three marital groups. The chart shows the marital 

percentages based on the total number of participants represented in the sample size across the 

four (4) marital categories. 

Table 8: Educational Distribution of Differing Educational Levels 

  

Gender * Highest education level: Cross tabulation 

 Highest education level: Total 

GED High School Jr. 

College 

University Other 

Gender Male Count 7 30 46 26 8 117 

% of 

Total 

2.3% 10.0% 15.3% 8.7% 2.7% 39.0% 

Female Count 0 33 81 55 14 183 

% of 

Total 

0.0% 11.0% 27.0% 18.3% 4.7% 61.0% 

Total Count 7 63 127 81 22 300 

% of 

Total 

2.3% 21.0% 42.3% 27.0% 7.3% 100.0% 
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Table 8. Shows the highest levels of education reported by the participants. The table 

shows the distribution of males and females who have self-reported their educational levels. The 

table indicates the number of male and females across five categories of educational level 

attainment. Each row of the table designates the total number of participants who have finished 

their education, along with the percentage of individuals in each column and the applicable row. 

The table also indicates the total number of males and females and the percentages of those 

participants who responded in the survey. 

 

Figure 7. Describes the distribution of educational levels in percentages 

 

The above pie chart in figure 7 indicates the five educational attainment levels of the 

participants. The chart indicates that there was 21% of the total participants who have completed 

high school, 43% completed junior college, 27% completed studies at an university and 7% have 

had some college or other type of educational background or achieved educational attainment 

elsewhere; 2% of the participants have a general education diploma or (GED). 

 

 

 

 



                       99 

 

 

 

Table 9: Occupation Distribution of Participants, Occupational Status 

 

Gender * Occupational status: Cross tabulation 

 Occupational status: Total 

Employed Not Employed Seeking 

Employment 

Gender Male Count 66 29 22 117 

% of Total 22.0% 9.7% 7.3% 39.0% 

Female Count 98 50 35 183 

% of Total 32.7% 16.7% 11.7% 61.0% 

Total Count 164 79 57 300 

% of Total 54.7% 26.3% 19.0% 100.0% 

 

Table 9 above indicates the cross tabulation of gender and occupational status of the 

survey participants. The table represents the number of male and female who are characterized 

by the three occupational categories shown in the table and indicates the number of individuals 

who are employed, not employed or seeking employment. The table is broken down by 

indicating the three occupational statuses. The male and female participants are shown in each 

row as either individuals or totals. The number of males and females are indicated by both as 

either count or percentages. The table also indicates the total number of females and males who 

participated in the survey. 

 

Figure 8. Describes the distribution of occupational statuses in percentages 
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The pie chart in figure 8 indicates the particpants occupational statues. This chart 

indicates that the majority of the survey participants are gainfully employed and 55%. 

Unemployment is at 26% and 19% of the participants are seeking employment. 

Table 10: Income Distribution by Yearly Income in Proportion to Gender 

 

Gender * Income bracket per year: Cross tabulation 

 Income bracket per year: Total 

0-5000 6000-11000 12000-25000 26000-Over 

Gender Male Count 13 26 29 49 117 

% of 

Total 

4.3% 8.7% 9.7% 16.3% 39.0% 

Female Count 10 28 79 66 183 

% of 

Total 

3.3% 9.3% 26.3% 22.0% 61.0% 

Total Count 23 54 108 115 300 

% of 

Total 

7.7% 18.0% 36.0% 38.3% 100.0% 

 

Table 10. Indicate the cross tabulation of gender (i.e., male and females) and their yearly 

income. The table divides this information into four yearly categories. Each category indicates 

the yearly income as self-reported by the survey takers. The table indicates the total number of 

males and females who have incomes that fall within the four income bracket per year 

categories, and indicates the different numbers of males and females in these four categories, 

along with their individual numbers, percentages, and total numbers and percentages. 

 

Figure 9. Describes the distribution of yearly income in percentages 
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The pie chart in figure 9 gives a visual indication of the yearly income breakdowns by the 

gender of the participants who have taken the survey, and indicates the percentages of those 

participants in each of the five (5) income categories in relation to total number of participants 

represented in the sample count across the yearly distribution. The chart indicates the majority of 

participants are above the poverty and minimum wage levels. With chart showings in the 36% to 

38% yearly income categories. 

Table 11: Health Distribution in Proportion to Health Care and Gender 

  

Gender * General health: Cross tabulation 

 General health:   Total 

Poor Fair Good Excellent 

Gender Male Count 3 7 64 43 117 

% of 

Total 

1.0% 2.3% 21.3% 14.3% 39.0% 

Female Count 0 35 61 87 183 

% of 

Total 

0.0% 11.7% 20.3% 29.0% 61.0% 

Total Count 3 42 125 130 300 

% of 

Total 

1.0% 14.0% 41.7% 43.3% 100.0% 

       

Table11. Above represents the cross tabulation of gender in relation to general health. 

The table breaks down health by gender into four categories of health care. The four categories 

of health are shown as poor, fair, good, and excellent. General health is listed under the table’s 

four general health columns, and the number of either male or females corresponding to general 

health are located in the rows of the table. The table indicates the individual count and 

percentages under each health category along with the total number and percentages of males’ 

and females’ health and their perspective category. 
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Figure 10. Describes the distribution of general health in percentages 

 

The pie chart in figure 10 describes the total count of participants in comparison to their 

health statuses. The chart indicates whether their health is poor, fair, good or excellent. The chart 

shows that the majority of the participants are at 43% or have excellent general health in contrast 

1% are in poor health with the remaining participants in 14% and 42% health categories. .  

Table 12: Time Living in Harlem Distribution 

 

 Gender * Time living in Harlem: Cross tabulation 

 Time living in Harlem: Total 

1-2 3-5 6-10 11- Over 

Gender Male Count 0 3 12 102 117 

% of 

Total 

0.0% 1.0% 4.0% 34.0% 39.0% 

Female Count 4 9 25 145 183 

% of 

Total 

1.3% 3.0% 8.3% 48.3% 61.0% 

Total Count 4 12 37 247 300 

% of 

Total 

1.3% 4.0% 12.3% 82.3% 100.0% 

 

Table 12. Above is a cross tabulation of the number of years males and females have 

been living in Harlem. The table indicates four categories of years and the total number of 

individuals living in each category. The table is broken down into columns and rows; each 

column indicates the numbers of years living in Harlem, and each row indicates the numbers of 

1%

14%

42%

43%

General Health Distribution

Poor

Fair

Good

Excellent
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males and females that correspond to each period of time living in Harlem. The table shows the 

individual count and percentages along with the total count and percentages of the male and 

female population of survey takers. 

 

Figure 11. Describes the distribution of time spent in Harlem in percentages 

 

The pie chart in figure 11 indicates that only 82% of the total population has been living 

in the region of Harlem for 11 years or greater. In contrast to the least amount of time equating to 

1% or less than two years. 

Table 13: Race and Ethnicity Distribution 

 
Gender * Race or ethnicity: Cross tabulation 

 Race or ethnicity: Total 

Black 

American 

Hispanic Caucasian Other 

Gender Male Count 84 27 3 3 117 

% of 

Total 

28.0% 9.0% 1.0% 1.0% 39.0% 

Female Count 125 41 10 7 183 

% of 

Total 

41.7% 13.7% 3.3% 2.3% 61.0% 

Total Count 209 68 13 10 300 

% of 

Total 

69.7% 22.7% 4.3% 3.3% 100.0% 

  

Table 13. Indicates the cross tabulation of gender and race and/or ethnicity as reported by 

the survey takers. The table represents four categories of race or ethnicity and indicates the 
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number of individuals in each of the four categories. Each category represents a particular race or 

ethnicity: Black American, Hispanic, Caucasian or Other (i.e., other meaning not in this 

category). The rows of the table indicate the gender along with the individual counts and 

percentages of those individuals falling under the applicable race or ethnicity category. The table 

indicates the number count and percentages of gender, as well as indicating the total numbers of 

males and females in each of these four categories. 

 

Figure 12. Describes the distribution of race or ethnicity in Harlem in percentages 

 

The pie chart in figure 12 breaks down the various race and ethnicities and indicates that 

the majority of survey takers totaled 70 %, and secondly, Hispanics, scoring 23 % and remaining 

were 4% for Caucasians and 3% unknown or other. (Note: other means not any ethnicity or race 

not mentioned in the chart). 

Table 14: Living in District Distribution 

 
Gender * Harlem district you live or moved from: Cross tabulation 

 Harlem district you live or moved from: Total 

East Harlem Central 

Harlem 

West Harlem 

Gender Male Count 66 27 24 117 

% of 

Total 

22.0% 9.0% 8.0% 39.0% 

Female Count 109 46 28 183 

% of 

Total 

36.3% 15.3% 9.3% 61.0% 

Total Count 175 73 52 300 

% of 

Total 

58.3% 24.3% 17.3% 100.0% 
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Table 14 above indicates the cross tabulation of males and females who live or lived in 

various districts of Harlem. The table breaks down gender into three geographical locations of 

the city: East Harlem, Central Harlem, and West Harlem. The gender count can be seen in each 

of the three columns representing districts.  

 

Figure 13. Describes the distribution of Harlem districts in percentages 

 

The pie chart in figure 13 gives a visual indication of the breakdown of districts by the 

length of time the participants lived or lives in any of the three Harlem districts. From the pie 

chart East Harlem has the longest residents equating to 59% in comparison to 34% for Central 

Harlem and 17% with West Harlem having the least residency.  

Table 15: Distribution of Computer Types in Proportion to Gender 

 

         Gender * Harlem computer technology used: Cross tabulation 

 
 What type of computer are you using: Total 

Desktop Laptop Other 

Gender Male Count 49 68 0 117 

% of 

Total 

16.3% 22.7% 0.0% 39.0% 

Female Count 75 101 7 183 

% of 

Total 

25.0% 33.7% 2.3% 61.0% 

Total Count 124 169 7 300 

% of 

Total 

41.3% 56.3% 2.3% 100.0% 
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Finally, table 15 above represents the cross tabulation of males and females and their use 

of various types of computers used in the survey. The cross tabulation indicates the three 

columns of differing kinds of computers that play a particular significance in the use by gender. 

The table breaks down the various computers into three categories: desktop, laptop, and other 

(i.e., other meaning not in this category). Each particular type is listed in accordance to the 

number of males and females who use them. The table indicates the individual counts of gender 

in each computer category as either number counts or percentages, and shows the total number of 

males and females and their particular choice of computers based on self-reported data. (For a 

complete summary of the demographic data used in arriving at these tables, see descriptive 

statistics crosstabs in appendix in D, and the summary of demographic data of respondents in 

appendix S). 

 

Figure 14. Describes the distribution of computer types used for the survey in percentages 

 

The pie chart in figure 14 indicates that 56 % of the total population uses the laptop for 

daily computer activities and only 2 % of the population uses other type of mechanical devices to 

carry out their activities and work. 
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Data Transformation: 

As noted in chapter 3, negative survey questions must be recoded in order to give the 

proper response in the analysis. Before the data was averaged all, negative survey questions were 

transposed: 4, 7, 8,9,10, 11, 14, 16, 17, 18, 19, 20, 21, 22, 23, 24, 25, 26, and 30 (Field, 2005). 

Responses of one (1) must be recoded to 5, responses of two (2) must be recoded to 4, responses 

of three (3) must be recoded to two (2) and finally, responses of five (5) must be recoded to 1 on 

the Likert scale of the survey 

 Normality:  

One of the oldest myths in statistics is that you cannot use T-tests, ANOVA and 

Regression analysis with data that is not normally distributed or highly skewed because of high 

statistical errors in these three (3) measurements. Likert data in surveys are usually not normally 

distributed, making it necessary to perform a power alteration using Box Cox transformations; 

however, Pearson (1931) noted that ANOVA measurements were robust for highly skewed non 

normal distribution, and were found to be adequate in making non- normally distributed data 

measurements. Based on Pearson's observation, the computation analysis in this study using 

ANOVA and Regression will not use power transformations or Box Cox transformations in 

translating non-Normality of the distribution of means, and will instead rely on Pearson's 

empirical observations. 

 Reliability: 

Cronbach's alpha was used in establishing reliability between the four (4) factors. The 

factors correspond to the four traits found in Maslow's (1954) human needs pyramid, with Alpha 

ranges from .624 - .910. (For all the scale data, see table 16 below.) As stated by George and 
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Mallery (2002), factors with alpha's equal to .7 thresholds or greater have high internal 

consistency; the AMUH 1952 profile is acceptable for research purposes. 

 Table 16: Reliability of Factors 

 Factor 1 Factor 2 Factor 3 Factor 4 

Eigenvalue  5.642 3.965 3.137 2 

Variance explained 65% 69.1% 71.6% 59.5% 

Kaiser-Meyer-Olkin 0.909 (91%) 0.837 (83.7%) 0.686 (69%) .713 (71.3%) 

Measure of Sampling 

Adequacy 

    

Bartlett’s Test of 

Sphericity 

1715.094 1032.838 783.270 161.971 

Chi-square     

(df) 45 21 15 10 

p-value 0.000 0.000 0.000 0.000 

 

Cronbach’s alpha (α) .910 .870 .816 .624 

 

Principle Factor Analysis: 

Principle Component Analysis (hereafter will be referred to as Factor analysis) was used 

in this study as a data reduction method to analyze questions 1 - 30. It was used in predicting 

similar patterns and in analyzing related data. Factor analysis was used to group various concepts 

into four factors, as seen earlier in table 3 of chapter 3. All thirty research questions were 

factored into four distinct variables which were labeled Love, Safety, Physiological and Esteem. 

The extraction method used for the factor analysis was principal component analysis, and the 

rotation method was Varimax with Kaiser Normalization. Note: Varimax and Kaiser 

Normalization are the default setting in SPSS in doing a factor analysis. Varimax rotated the 

factors, so they are orthogonal or not highly correlated with each other, and the term Kaiser takes 

those factors and normalizes them, so all the factors are now correlated. 

For our analysis, test rotation converged in seven (7) iterations. Rotations greater than 7 

would have indicated problems in the analysis. Varimax rotation was performed along with 
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oblique rotation to assess if patterns were formed (see both Factor Analysis-Varimax Rotation, 

and Factor Analysis- Direct Oblique Rotation in appendix E, and F). No patterns could be 

generated with the number of trials, and failure of converge, after twenty two examinations. This 

indicated that the mathematical calculations and the AMUH 1952 survey had good reliability and 

validity. 

The Rotated Component Matrix in appendix L revealed the four factors with the most 

significant components and their correlation coefficient greater than 0.5 is highlighted in yellow. 

The rotated metrics in the table below reveals strong loading of factors one (1) for questions Q4, 

Q7, Q8, Q9, Q11, Q14, Q16, Q17, Q19, Q23 and Q24. High loadings in factors two (2) were 

found for questions Q2, Q3, Q5, Q6, Q12, Q15, and Q27.  

Medium loadings in factors 3 were revealed in questions Q20, Q21, Q26, Q28, Q29, and 

Q30 and low loading on factor 4 was shown in questions Q1, Q18, Q22, and Q25. Subsequently, 

all four factors revealed coefficients greater than .5, which proved to be satisfactory for this 

analysis.  

As noted in chapter 3, question 13 had a coefficient of less than 0.5, so it was not 

included in the analysis (see all coefficients equal to or greater than 0.5 in appendix G). The four 

factors generated by factor analysis were used to answer the four research questions, and in 

combination controlled 30.7 % variance in the output variable Q10.  

Influencing Factors: 

Data transformation without computing the averages would be useless in our analysis. 

The influencing factors consist of the 4 factors, which are labeled love, safety, physiological, 

esteem and cultural overview. These factors influence the preconceptions of culture and are 

linked to Maslow’s (1954) needs pyramid.  
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The traits or factors are averaged over the number of questions that correspond to its 

theoretical construct. Each average score is listed in table 17 below on the mean row. The mean 

scores marked in yellow in the table below are not ordered; however, chronologically, the Mean 

scores would start from high to low (i.e., 4.41, 4.34, 3.74 and 2.55) respectively.  

Scores close to the number one have minimum interests, while scores closer to seven 

have maximum interests. From table 17, it suggests that the factor 1 “love” illustrates the highest 

interest with the mean of (M=4.41). The Second highest is factor 3,”physiological”, which has 

the highest concern with the mean of (M=4.34). The third highest is Factor 2, “safety”, with a 

(M=3.74) and the lowest is factor 4,” Esteem”, with the score of (M=2.55). Factor 5, “overview”, 

has a (M=3.76) score; this is the average of all factors and forms the comparative reference for 

the other 4 factors. Table 17 below shows the summary of factors and how the measurements 

were calculated. 

 Table 17: Summary of influencing factors 

 Factor 1  Factor 2  Factor 3 Factor 4  Factor 5  

 Love  Safely  Physiological  Esteem   Overview score 

Valid 300  300  300  300  300 

Missing 0  0  0  0  0 

Mean 4.41  3.74  4.34  2.55  3.76 

Median 4.71  4  4.5  2.78  3.99 

Mode   4    

SD 1.017  1.39  1.149  1.313  1.217 

Sum 1324  1121  1302  768  4511 

     

* Survey participants were asked to rate the following questions from 0 to 7, least to most important 

**The lowest score is the least important to the highest score as the most important  

*** The mean of factor 1 is = (Q4+ Q7+ Q8 +Q9+ Q 11+ Q14+ Q16+Q17+Q 19+ Q 23+ Q24)/11 = 4.41 

 The mean of factor 2 is =( Q2+Q3+Q5+Q6+Q12+Q15+Q27)/7=3.74  

 The mean of factor 3 is =( Q20+ Q21+ Q26+ Q28+Q29+ Q30)/6=4.34  

 The mean of factor 4 is = (Q1+Q18+Q22+Q25)/4=2.55   

 The mean of factor 5 = (4.41+3.74+4.34+2.55)/4=3.76 
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Hypothesis Test Results: 

In this section, the researcher will explore the six hypotheses outlined in chapter 3. The 

hypotheses tests determined the association between the AMUH 1952 profile and correlations 

affecting individuals’ preconceptions of culture. ANOVA measurements were also used to 

generate the demographic mean (M) scores to determine the strength of interests. Subsequently, 

the six hypotheses used in this study were tested based on the overview composite scores of the 

AMUH 1952 profile and their relationship to question 10 in the survey. Utilizing Pearson 

Correlation measurements with an alpha level of .1, statistical significations were indicated, thus 

verifying the researcher’s theories.  

Below are the completed correlations and hypotheses results from the survey. It is worth 

noting Analysis of Variance (ANOVA) measurements were first used to determine if there was a 

relationship between any of the demographic data gathered from the responses in the  

AMUH 1952 profile (see descriptive responses to demographic data in appendix P). No 

associations were found. ANOVA were also used to generate the demographic (M) scores. The 

(M) score was needed to determine the strengths of each participant’s particular interest and 

quantify their unmet human needs. Subsequently, the six hypotheses in the study were tested 

based on the overview composite score of the AMUH 1952. The researcher begins with the 

various hypotheses and their associations to the research question. 

The following tables (18 to 27) below indicate those results:  

H01. There is no significant relationship between the AMUH 1952 overview score and  

        preconceptions of culture. 

H11. There is a significant relationship between the AMUH 1952 overview score and  

          preconceptions of culture. 
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Table 18: Hypothesis result table H1 

Correlations 

 Overview      Q10 

Overview 

Pearson Correlation 1 .388** 

Sig. (2-tailed)  .000 

N 300 300 

Q10 

Pearson Correlation .388** 1 

Sig. (2-tailed) .000  

N 300 300 

**. Correlation is significant at the 0.01 level (2 tailed). 

 

 Based on hypothesis one (1), table 18 suggests that there is a significant correlation 

between the AMUH 1952 profile overview and preconceptions of culture. Table 18 indicates a 

correlation of .388 with α < .01, and Sig less than .01; the null hypothesis H01 is rejected. 

Therefore, there is support by the calculations that there is a significant correlation between the 

AMUH 1952 profile and preconceptions of culture.  

H02. Physiological needs are negatively or not related to preconceptions of culture.  

H12. Physiological needs are positively related to preconceptions of culture. 

Table 19: Hypothesis result table H2  

Correlations 

 Physiological     Q10 

Physiological 

Pearson Correlation 1 .321** 

Sig. (2-tailed)  .000 

N 300 300 

Q10 

Pearson Correlation .321** 1 

Sig. (2-tailed) .000  

N 300 300 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

For hypothesis two (2) in table 19, the data suggests that there is a significant relationship 

between physiological needs and preconceptions of culture. Table 19 indicates a correlation of 

.321 with α < .01, and sig less than .01, thus the null hypotheses H02 is rejected. As a result, there 

is support by the calculations that a positive relationship exists between Physiological needs and 

preconceptions of culture.  
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H03. Love needs are negatively or not related to preconceptions of culture.  

H13. Love needs are positively related to preconceptions of culture.  

Table 20: Hypothesis result table H3 

 
Correlations 

 Love  Q10 

Love Pearson Correlation 1 .395** 

Sig. (2-tailed)  .000 

N 300 300 

Q10 Pearson Correlation .395** 1 

Sig. (2-tailed) .000  

N 300 300 

 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

 Hypothesis three (3) in table 20 suggests that love needs are positively related to 

preconceptions of culture. Table 20 indicates a correlation of .395 with α < .01, and sig less than 

.01, thus the null hypotheses H03 is rejected. Hence there is strong support that love needs are 

positively related to preconceptions of culture.  

H04. Safety needs are negatively or not related to preconceptions of culture. 

H14. Safety needs are positively related to preconceptions of culture.  

Table 21: Hypothesis result table H4 

 
Correlations 

 Safety Q10 

Safety Pearson Correlation 1 .301** 

Sig. (2-tailed)  .000 

N 300 300 

Q10 Pearson Correlation .301** 1 

Sig. (2-tailed) .000  

N 300 300 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Hypothesis four (4) in table 21 suggests that safety needs are positively related to 

preconceptions of culture. Table 21 indicates a correlation of .301 with α < .01, and sig factor is 

less than .01, thus rejecting the null hypotheses H03. Therefore, there is strong support that 

Safety needs are positively related to preconceptions of culture.  
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H05. Esteem needs are negatively or not related to preconceptions of culture  

H15. Esteem needs are positively related to preconceptions of culture.  

Table 22: Hypothesis result table H5  

Correlations 

 Esteem Q10 

Esteem 

Pearson Correlation 1 -.011 

Sig. (2-tailed)  .850 

N 300 300 

Q10 

Pearson Correlation -.011 1 

Sig. (2-tailed) .850  

N 300 300 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Hypothesis five (5) in table 22 suggests that Esteem is negatively or not related to 

preconceptions of culture. Table 22 indicates a correlation of -.011 with α > .01, thus not 

rejecting the null hypotheses H05. This shows that there is no support for the theory that Esteem 

needs are related to preconceptions of culture. 

H06. There is no significant correlation between Harlemites’ preconceptions of  

           gentrification and preconceptions of culture.  

H16. There is a significant correlation between Harlemites’ preconceptions of  

         gentrification and preconceptions of culture.  

 

Table 23: Hypothesis result table H6 

Correlations 

 Q10 Q30 

Q10 Pearson Correlation 1 .416** 

Sig. (2-tailed)  .000 

N 300 300 

Q30 Pearson Correlation .416** 1 

Sig. (2-tailed) .000  

N 300 300 

**. Correlation is significant at the 0.01 level (2-tailed). 

 

Hypothesis six (6) in table 23 suggests there is a significant correlation between 

Harlemites’ preconceptions of gentrification and preconceptions of culture. Table 23 indicates a 

correlation of .416 with α < .01, and sig factor less than .01, thus rejecting the null hypotheses 
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H06. As a result, there is strong support that preconceptions of gentrification are related to 

preconceptions of culture.  

Table 24 below represents a summary of the hypothesis testing results. It includes the six 

hypotheses, indicating the various variables tested and statistical tests and results. 

Table 24: Summary of the Hypothesis Test Results 

Hypothesis

  

Variables tested Statistical test  Results 

H1 Culture overview score & Q10 Pearson’s Correlation 

& Multiple regression 

Rejected Null 

Hypothesis 

H2 Physiological needs & Q10 Pearson’s Correlation 

& Multiple regression 

Rejected Null 

Hypothesis 

H3 Love needs & Q10 Pearson’s Correlation 

& Multiple regression 

Rejected Null 

Hypothesis 

H4 Safety needs & Q10 Pearson’s Correlation 

& Multiple regression 

Rejected Null 

Hypothesis 

H5 Esteem & Q10 Pearson’s Correlation 

& Multiple regression 

Alt Hypothesis 

H6 Preconceptions of Gentrification & Q10 Pearson’s Correlation 

& Multiple regression 

 

Rejected Null 

Hypothesis 

Note: Question 10 is preconceptions of culture  

Multiple Regression Test: 

It is worth mentioning that there are many types of regression measurements, depending 

on the type of data you are trying to measure. For this study, the researcher used the simplest 

type of multiple regression measurements and used the same independent and dependent 

variables as in the correlation metric used earlier in the study to calculate the correlations. 

Multiple regression is used to predict the values on a quantitative output variable using other 

predictive variables. Table 25 contains the regression model findings: 

Table 25: Multiple Regression Model Summary 

Model Summary 

Model R R Square Adjusted R Square Std. Error of the 

Estimate 

1 .554a .307 .297 1.124 

     

a. Predictors: (Constant), Esteem, Safety, Love, Physiological 
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The regression model summary in table 25 above indicates that these four variables in 

combination predict preconceptions of cultural change very well. The capital R2 is called the 

multiple correlation coefficient, looks at all four of the variables together and indicates a high 

correlation of .554, considering the maximum correlation is 1. The R2 square indicates that .307 

% of the variances in preconceptions of cultural change can be predicted by the combination of 

all four prediction variables in the model. The adjusted R square .297 takes into consideration the 

number of observations and number of prediction variables, to make sure that the numbers are 

not too inflated. Of minor concern is the standard error of estimate test, which has significance 

here. 

Table 26: Multiple Regression ANOVA 

 
ANOVA 

Model Sum of Squares df Mean Square F Sig. 

1 

Regression 164.713 4 41.178 32.596 .000b 

Residual 372.673 295 1.263   

Total 537.387 299    

a. Dependent Variable: Q10 

b. Predictors: (Constant), Esteem, Safety, Love, Physiological 

 

Table 26 above indicates the ANOVA measurements of the four variables individually to 

the relationship of the dependent variable (Q10) and how well the model fits. The Sig 

measurement indicates that the model fits very well, as it is p<.05, which means five (5) % type 

1 error rate or five (5) % force positive rate. However, the variable esteem is not statically 

significant or meaningful. 
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Table 27: Multiple Regression Coefficients 

Coefficients 

Model Unstandardized Coefficients Standardized 

Coefficients 

 t     Sig. 

          B      Std. Error Beta 

1 

(Constant) -.351 .429  -.817 .414 

Love .572 .072 .434 7.987 .000 

Physiological .207 .067 .177 3.088 .002 

Safety .251 .054 .260 4.689 .000 

Esteem .034 .059 .033 .570 .569 

a. Dependent Variable: Q10 

 

The coefficients in table 27 above are the predictions on the preconceptions of culture. 

The table indicates that for every change in love needs, the researcher would add .572 to the 

preconceptions of culture change. For every physiological need, the researcher would add .207 

preconceptions of cultural change, and for every safety need the researcher would add .251 to the 

preconceptions of cultural change. The significance levels of variables less than .05 are 

significantly meaningful or reliable and used to predict perceptual cultural changes. However, 

numbers greater than .05 are not significant or reliable. Variables such as esteem, which is .569, 

and the constant, which is .414, should not be used to predict preconceptions of cultural change. 

 

 

 Factor 1 (Love) .572 

 

                                          (β1X1+β2X2+ β3X3+ β3X4ε)/3 = y   

 Factor 2 (Safely) .251   

                                                  Preconceptions of culture Q10)  

 Factor 3 (Physiological) .297         Statically Significant P<.001/ 1%   

       R2=28.1% 

 

Factor 4 (Esteem) .034 

  

  

Factors 

scaled  

Human 

model 

Total needs                 


