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School districts have implemented filtering andesapolicies in response to
legislative and social mandates to protect studeons the proliferation of objectionable
online content. Subject related literature suggtbstse policies are more restrictive than
legal mandates require and are adversely affectiognation access and instruction.
There is limited understanding of how filtering asafety policies are affecting teaching
and learning because no comprehensive studiesilmaastigated the issues and trends
surrounding filtering and safety policy implemerdat In order to improve existing
safety policies, policymakers need research-baatdidentifying end user access issues
that limit technology integration in the kindergart12" grade (K-12) educational
setting.

This study sought to examine Internet filtering aafety policy implementation
issues in South Carolina’s K-12 public schoolsdtednine their influence on
information access and instruction. A mixed methad®arch design, which includes
both quantitative and qualitative approaches, vgasl tio investigate the research
problem. Quantitative data were collected from iinfation technology (IT)
administrators who were surveyed regarding filig@and safety policy implementation,
and school library media specialists (SLMS) wenmneeyed concerning the issues they
encounter while facilitating information accessifiltered environment. Qualitative data
were collected through interviews with a subsaghefSLMS population, thereby
providing further insight about Internet accessiéssand their influence on teaching and
learning. School districts’ Acceptable Use Polidig@blPs) were analyzed to determine
how they addressed recent legislative mandateducaée minors about specific Web 2.0
safety issues.

The research results support the conclusions efqurs anecdotal studies which
show that K-12 Internet access policies are ouwasyrictive, resulting in inhibited access
to online educational resources. The major impbecaof this study is that existing
Internet access policies need to be fine-tunedderao permit greater access to
educational content. The study recommends Intesafety practices that will empower
teachers and students to access the Internet'®gasational resources safely and
securely while realizing the Internet’s potent@kenrich teaching and learning.
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Chapter 1

Introduction

Background

When the World Wide Web and graphical browsers fmomed the Internet and
made it easier to use, technology enthusiastsgiegtiihe Internet would revolutionize
every aspect of society—particularly education. WMeaducators envisioned a world in
which Web-based technology would be the catalyséducational reform. Students
would no longer be passive recipients of knowleldgeause the Internet would empower
them to become active participants in their owncation. Students would collaborate
with peers in distant lands and subject expertolee problems. Internet-based
education would tear down classroom barriers aadkissroom would become the
world. This was the promise of the Internet, biias fallen short of such lofty
educational potential (Hope, 2012). Neverthelestside of the school walls, the Internet
has revolutionized daily life and work, and isla tore of nearly every aspect of society.
Gossett and Shorter (2011) state the Internetresngformative technology that has
revolutionized the manner in which users arounditbdd disseminate information.

The Internet has not had the same transformatfeetesn teaching and learning.
An ever-widening inconsistency exists between tetdgy utilization in schools and its

utilization in the larger society. Collins and Hatgon (2009) purport that outside of



school, technology is highly influential in arehat are the major focus of schools—
reading, writing, calculating, and thinking—yetigtmarginalized in schools, fully
integrated mostly in specialized courses. The gngwiisparity between students’
technology experiences in and out of school ischotéhe National Educational
Technology Plan (NETP), released by the U.S. Depant of Education in March 2010.
The report states, “students use computers, mdbeuees, and the Internet to create their
own engaging learning experiences outside schabbftar school hours—experiences
that too often are radically different from whag¢yhare exposed to in school” (p. 4). The
NETP concludes that if students are going to bpgrexl adequately to live and work in
the 2F' century, they must have authentic learning expegs using Web tools such as
wikis, blogs, and digital content in the same wagytare used in the real world—for
research, collaboration, and communication.

Researchers have suggested that public schoohéttese policies are not
aligned with the realities of the 2tentury, thus contributing to a culture where iné
technology is fully integrated in students’ outsafhool experiences, but marginalized
within the school walls (Cramer & Hayes, 2010; Hop@12; Lemke, Coughlin, Garcia,
Reifsneider, & Baas, 2009). Lemke et al. stat@scnternet policies still restrict
students’ use of new technologies such as socialonking sites, chat rooms, blogs,
wikis, visual media, instant messaging and textungual worlds, and interactive games.
The NETP concludes that electronic filtering regdiby the Children’s Internet
Protection Act (CIPA) sometimes creates barriemsngaging learning experiences that
in-school Internet access should provide studémtseasingly, technology integration

experts are advising school boards, administraémdg teachers to re-examine their



technology policies to accommodate the rapidly ghnantechnology landscape and
support the incorporation of new Web-based and ladbchnologies (Consortium for
School Networking (CoSN), 2011). Policymakers nagdpt Internet safety and filtering
policies so they balance the need for studentysafed security with the educational
benefits of the Internet. Without Internet polidyanges, schools cannot successfully
integrate new technologies and the vast educatfmoatises of the Internet will continue
to be unrealized for students who do not have adrethe Internet outside of school.
Problem Statement

Public schools have instituted Internet filterimglasafety policies in response to
federal or state legislation, and public pressangrbtect students from inappropriate
Internet content. Some literature reports that adstrators are filtering beyond federal
and state mandates (Johnson, 2012; Fuchs, 20b&)en to combat increasing security
threats, degraded network performance, and digirectaused by non-educational
Internet content (Hua, 2011). Excessively restrectnternet filtering policies limit
access to constitutionally protected informatidigminvolve time-consuming and
bureaucratic procedures for unblocking acceptaldd Wites, frustrate users, and could
potentially make schools vulnerable to First Ameedirlitigation (Willard, 2010b;
Maycock, 2011).

Moreover, proponents for less stringent filterirgdiges argue that overly
restrictive filtering policies prevent use of Weld 2pplications such as wikis, blogs, and
online productivity tools, which are critical toetlachievement of information literacy
and technology learning standards (Losh & Jenk0%2). Twenty-first century teaching

and learning necessitates access to technologyreesothat enable educators and



students to collaborate, create, and share cooitdine (Bosco & Krueger, 2011).
Ultimately, blocking of such tools inhibits pubkchools from accomplishing their
educational mission of preparing students to liveé work in an increasingly global and
digital age.

Recently, anecdotal research has highlighted Spatstances of how filtering
policies are influencing teaching and learningséme Los Angeles schools, Losh and
Jenkins (2012) report teachers have been granedide privileges to access blocked
YouTube™ videos, but the override worked for omyr2inutes. Consequently, teachers
were unable to set up YouTube™ videos prior tos;lbat had to interrupt instruction to
input override codes. Losh and Jenkins reportgtastice “discouraged the instructional
use of Web-based materials” (p.18). Moreover, madndiana schools, the filtering
software blocked access to several important Heveliille sites because his most
famous novel includes “dick” in the title. Othehsol districts blocked access to
participatory platforms such as Twitter™, LiveJaalf¥, and even materials created for
social media platforms by the White House and ogjosernment entities. Willard
(2010b) also discovered from email discussion gmupments that one of the biggest
filtering policy issues was blocking of forums. Al@ornia discussion group participant
reported that any site with a comment area waskbbhdncluding all blogs, and most
Web 2.0 sites.

The aforementioned scenarios detail how filterind safety policies negatively
affect teaching and learning. However, not alleadars have had negative experiences
with filters. Some school districts have found way$alance safety and security

concerns with the need to provide access to thaging educational resources available



on the Internet (Bosco & Krueger, 2011). An exaation of Internet filtering and safety
policies was needed to determine the prevalentdeecdiforementioned restrictive access
issues. There was also a need to uncover saliemiiation access issues and trends of
relevance to policymakers seeking to adapt thieariing and safety policies to the ever-
changing technology landscape.
Goal

This dissertation examined Internet filtering aatesy policy implementation in
South Carolina’s K-12 public schools. The majorlgddhe study was to update and
expand upon anecdotal or small-scale studies exagnihe influence of Internet filtering
on instruction and information access in the K-@é2tar. Results of this study, coupled
with previous studies, can be used to inform fittgmpolicy evaluation in order to
maximize access to legitimate educational contdmniiewninimizing access to
inappropriate content. Furthermore, this study eglpahe filtering policy research base
and validates the issues identified in previousdotal and less comprehensive studies.

A limited number of studies have investigated tfiect of filtering policies on
teaching and learning. This research supplememsrexliterature by addressing
unanswered questions from previous studies. Fisgi2€98) found that Internet filtering
configurations limited student access to inforntati@cessary for achieving Minnesota’s
U.S. history and health standards. The study alggested that further research was
needed to determine if students had sufficientsscte Web resources enabling them to
hone necessary 2tentury information technology and literacy skill$iis research
addressed Finsness’ conclusion. Holzhauer (20@®)dohat filters limited classroom

Internet use, but concluded that additional re¢easas needed to learn how school



districts decide what to filter (beyond what legandates require) and what changes are
necessary to improve Internet use policies. Thisstigation sought answers to
Holzhauer’'s conclusions.

District information technology (IT) administratongere surveyed to ascertain
how filtering and safety policies were implementédrthermore, school library media
specialists (SLM$, who have historically been advocates for greiafermation access
(Losh & Jenkins, 2012; Maycock, 2011), were surdegred interviewed to determine
how filtered Internet access influenced teaching)learning. Data from the interviews
and surveys define Internet use policies that meglgitaffect teaching and learning and
practices that mitigate filtering issues. Schoetritts need filtering and safety policy
guidelines as they seek to exploit the educatibaakfits 21 century digital
technologies afford. This study provides those glings. Combined with previous
studies, this study provides stakeholders (admaiists, teachers, SLMS, technology
coordinators, and parents) with the data and inédion necessary to guide filtering and
safety policy decisions.

Research Questions
This research investigated the following researsstjons:
e How are filtering and safety policies being impleartezl in public schools?
e What issues do SLMS encounter as they facilitdtimation access on filtered
computers?

e How are school districts addressing Web 2.0 saéstyes?

1 SLMS acronym is used for school library media sist or school library media specialists.



e In what ways do filtering policies impede accessformation and resources

necessary to achieve2tentury technology and information literacy stanid&

Relevance and Significance

Internet-based educational resources have beconusihs ubiquitous in today’s
public schools as the traditional textbook. With #dvent of the World Wide Web,
educators and government officials enthusiasticaiipraced the Internet as an important
educational tool because of its purported educatibenefits (Ott, Beard, Blue, Cleugh,
Greenfield, Lee,...Stager, 2010; Fuchs, 2012). Educaeformers contend the Internet
has not realized its educational potential (Lemtikal.e 2009); however, outside of school
it has become woven into the fabric of today’s stycbecause of its importance in
research, communication, and an abundant listibf detivities (Hall, 2011).

As Internet accessibility in public schools has@ased, so has concern about
preventing students from inadvertently or delibelsaficcessing inappropriate online
content. Despite its educational benefits, therir@keexposes students to an ever-
increasing amount of objectionable content. Romn&vown, and Green (2010) report
that the Web is “riddled with inappropriate and esidable content” (p. 14) such as
dangerous or illegal guides (i.e., bomb-makingriredtons), pornography, gruesome and
violent images, racist/hateful content, and adsen). Efforts to shield minors from
exposure to this type of content continue to fuddlig debate and present “intriguing
policy and practice dilemmas” (Moyle, 2012, p. 403)

In response to rising public concern, Congressteddegislation on several

occasions in an effort to insulate children fronp@sure to online indecency. The



Communications Decency Act (CDA) (1996) and theldC@inline Protection Act
(COPA) (1998) were two notable congressional attertgorestrict the distribution of
sexually explicit Internet materials to minors. Hoxer, free speech advocates challenged
the constitutionality of both laws and the Supredoeirt agreed, declaring both acts
unconstitutional because they violated free spe@der the provisions of the First
Amendment.

The Children’s Internet Protection Act (CIPA) (2009 Congress’ most recent
attempt to restrict access to inappropriate ordim@ent. CIPA requires schools and
public libraries receiving federal funds for Intetraccess to implement “technology
protection measures” to prevent access to “visapiations that are obscene, child
pornography, or harmful to minors” (Section 36(R¢miniscent of its predecessors, free
speech proponents promptly challenged the constitaity of CIPA’s filtering mandate.
The American Library Association (ALA) filed suihdyehalf of public libraries
contending that CIPA was unconstitutional and @@ain infringement of First
Amendment protections. In 2002, the United Statissridt Court in Pennsylvania
sustained the ALA’s claim and overturned the ligrtering law, concurring that
filtering software blocked access to constitutibnplotected Internet expressioiL(A v
United States2002). However, in June 2003, the Supreme Ceudrsed the lower
court’s decision and endorsed CIPA’s constitutiapdlUnited States v ALA003).

Even before the Supreme Court upheld CIPA, Inteitieting had become a
political necessity in American schools as polickera sought to provide safer Internet
access and avoid potential litigation arising fretedent exposure to what was deemed

harmful online content (Sutton, 2012). Following tBupreme Court’s ruling and similar



legislation in many states, filtering became a legzessity. However, widespread
deployment of Intent content controls and legal daes has not settled the filtering
debate. Not only are Web 1.0 access issues fuddandebate, but also Web 2.0 access
issues continue to underscore the significancenti® safety policy deliberations
(Quillen, 2010). Regarding Web filtering polici€duillen suggests that a “seismic
showdown is brewing,” (p.20) and “something musdrae if schools are to continue
exploring the use of Web 2.0 tools” (p. 20). Filbgrcontinues to be an important issue
for most schools because many schools have impkech@ggressive filtering policies
that impede student research and inhibit onlinebolative activities (American
Association of School Librarians (AASL), 2012)

Growing concern about sexual predators preying mors using social
networking sites prompted the U. S. House of Remtadives to pass the Deleting
Predators Online Act (DOPA) in 2006, which requiestlication rate (E-rate) schools to
block access to all social networking sites and obhams. Free speech proponents
objected to the bill's broad language claiming lthe, as written, would have prohibited
access to most interactive Web 2.0 sites and ssvi@at permit users to create and edit
Web content, such as wikis and blogs (Holcomb, $3r&iSmith, 2010; Macleod-Ball,
2011). They also argued that the best approachliwecsafety was not filtering, but
teaching children about safe and appropriate omlerevior (Willard, 2010b). After
years of deliberation, the Protecting Childrenhia 2£' Century Act (2008), which
supplanted DOPA, became law. The act no longennmedjiE-rate schools to restrict
access to social networking sites, but mandatedstienols educate students “about

appropriate online behavior, including interactwigh other individuals on social
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networking sites and in chat rooms and cyber bujyawareness and response” (Section
215).

The emergence of the read/write Web (Web 2.0) andepved ineffectiveness of
current Internet safety policies continues to fildiberations that suggest school districts
need to re-examine their filtering and safety peSdBosco & Krueger, 2011). Some
school districts, in an effort to protect childréave blocked Web 2.0 tools—not only
social-networking sites, but blogs, wikis, and otbeline participatory tools that allow
teachers and students to create and share cobhtestit & Jenkins, 2012; Robinson,
Brown & Green, 2010). Adams (2010) suggests thatati safety policies rely solely on
filters to protect children and fail to emphasize tmportance of teaching students how
to evaluate information and navigate safely whengusnfiltered computers outside of
school. Quillen (2010) claims the ability to ovdeithe filter rapidly has not been
established in many schools and is, therefore, eamgpinstructional activities. Willard
(2010b) concludes that current filtering policigs\yent schools from realizing the
educational potential of the Internet because afemestrictive filtering policies,
increased bureaucracy, and lack of focus on Intesaffety education. The widening gap
between policymakers and some educators is reflectihe following statement:

In many schools, any website that has “blog” intHeL or its name is off limits.

Photo sharing sites like Flickr don’t stand a clearttven closed networks like a

Ning or an invitation-only wiki might be blockedclsool administrators may

simply not understand what the tools are and h@y tan be used in school

settings. Many rely heavily on the judgment of tealogy coordinators who have
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(not unjustifiable) concerns about safety and ggciasues or, in some cases, the
loss of control that Web 2.0 tools imply. (Har2€09a, p. 58)
However, Manzo (2009) portrays the filtering dileafrom the administrators’
perspective in the following statement:
Faced with concerns about Internet predators, dybkying, students’ sharing of
inappropriate content on social networks, and thendance of sexually explicit
or violent content online, many school leaders t@atinology directors are
placing tighter restrictions on Web access to dhsélidents from potential harm.
(p. 23)
IT administrators’ primary mission is establishihg most efficient network
infrastructure, eliminating security threats (Wetuses, spyware, hacking tools,
malicious content, worms), and conserving netwamdwidth. Consequently, filtering
software is often configured to minimize securhyeiats and to conserve bandwidth in
addition to CIPA’s requirement to block accessitiypes that are obscene, child
pornography, or are harmful to minors (Baule, 2(H0a, 2011). Restrictive filter
configurations that block entire content categofies, weapons) may lessen security
threats but prevent access to nonthreatening, iaatrally protected information about
weapons used during ancient times (Quillen; Huatddver, improperly deployed or
erroneously configured filtering systems can hadewnside and unintended
consequences (Fuchs, 2012; Nicoletti, 2009). Addpth investigation of filtering
policies would elucidate the consequences of iiiltepolicy decisions for end users and
provide a deeper understanding of factors coninigub administrators’ safety policy

decisions.
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Research evidence is a key ingredient to improwtidypand practice (Tseng,
2012). Research-based evidence is deficient reggatde use and impact of filtering
technology in public schools given that theretiteliresearch-based evidence to guide
filtering and safety policy decisions. In the pdstade, school districts’ Internet use
policies have been characterized by what Willa@iL(a) describes as “technopanic’™—
an intensified apprehension about minors’ Inteuset that has not been “grounded in
actual research” ( p. 10). It is important to assesw filtering and safety policy decisions
are affecting end users in order to improve exjspialicies. SLMS have a unique
vantage point from which to provide a deeper urtdading of the issues and trends
surrounding filtering technology implementation atsdimpact on end users because
they support both teachers and students in thesstgor information. Consequently, this
investigation of media specialists’ experienceiltered Internet access identified
filtering and safety policy-related problems andltdnges, and provides essential
information for improved filtering policy decisionkclusion of IT administrators in this
investigation provided information about the tecahconsiderations of filtering policy
implementation, which can substantially influenefrmation access.

Barriers and Issues

Barriers, bias, and contentious issues presentdtenges to accomplishing the
research goal. Since the Supreme Court upheld @IRA03, many educators, including
SLMS, have accepted filters as a fact of life inékman schools and have concluded that
the debate is over (Adams, 2010; Fuchs, 2012). &dts acceptance of filters and their
inherent flaws has contributed to the misconcepta further deliberations or research

on the topic will have little or no influence oftéiring policy implementation. Therefore,
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reluctance to participate in a research study apolity issues believed to be beyond
participants’ influence was an issue. This bargembined with survey fatigue, may
have adversely affected the survey response rate.

Booth (2011) suggests the library profession lackssearch culture and often
fails to see the relevance of research to imprgradtice and policy. This factor has
most likely contributed to the lack of scholarlycet undertaken to provide a deeper
understanding of the challenges and issues suriogifittered Internet access as
perceived by SLMS. The researcher was cognizanhthisabarrier could adversely affect
participation in the study. The researcher addretise issue by emphasizing to potential
respondents how this research could be used tct ati@nge in filtering and safety policy
implementation in public K-12 schools.

The ALA’s Code of Ethics urges librarians to refréiom advancing private
interests over professional concerns, and configiarsonal convictions and professional
duties (American Library Association, 2013c). ALAmbers, many are whom are
SLMS, may feel a professional obligation to suppleet organization’s vehement stance
against all attempts to restrict access to whatesoonsider inappropriate Web-based
information. Consequently, the researcher consttiftie as a significant barrier because
of the potential difficulty of distinguishing théusly participants’ views from the ALA’s
and its affiliate associations. To overcome thigibg survey and interview questions
were structured so that the researcher could dissh SLMS’ individual convictions

from the ALA’s convictions.
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Limitations and Delimitations
Limitations

The study was not experimental, but was primamgaliptive; therefore,
controlling variables that threatened internal di#i was not a major issue. The data was
examined to discover if relationships existed betwiltering and safety policy
implementation factors and the issues users enemdas they sought online
information in a filtered environment. Being thiétresearch design was non-
experimental, safety policy implementation issuesdescribed as they exist naturally
and relationships are described without attempbnexplain the cause of the
relationships.

Another limitation of this study was the samplteghnique employed. Not every
South Carolina school district granted permissmnthie study to be conducted. For that
reason, it was impossible to draw a random sanf@é 8outh Carolina SLMS and IT
directors. SLMS and IT directors from 36 schootriits were selected using total
population sampling in order to gather sufficieatadto address the research questions.
Because of the sampling techniqgue employed, genatiah of the data to the entire
population is limited.
Delimitations

The researcher limited the scope of the study td@gtsGarolina’s public schools
to narrow the research focus and to make the r@sgaal more manageable. South
Carolina is traditionally a conservative stateha tBible Belt.” Moreover, the state has
enacted legislation requiring all public schoold &éhraries to adopt policies intended to

reduce the ability of users to access Web sitgdalisig obscene material (National



15

Conference of State Legislatures, 2013). UnlikeAZ3Riltering mandate, South
Carolina’s filtering mandate must be implementeghrdless of whether schools and
libraries elect to accept state funding. Sincerbeption of the Internet filtering
controversy, conservatives have typically been pnepts of filtered Internet access in
public schools and libraries. Consequently, resepacticipants’ perceptions may reflect
the state’s conservative stance regarding Intdrleeking, making it difficult to
generalize the results of the study beyond Soutbl@a’s public schools.

Definition of Terms

This section provides definitions of key terms usethis investigation.

Acceptable Use Policy (AUPAUPs include school board adopted rules,
regulations, rights, and responsibilities that gouesers’ computer-related activities
(Rodgers, 2012). This document is sometimes refdaas a safety policy.

Children’s Internet Protection Act (CIPARLIPA is a law enacted by Congress in
December 2000 to address concerns about accefisrieive content over the Internet
on school and library computers. CIPA requires sthand libraries receiving certain
federal funds to use technology protection meaghasrevent access to offensive
online content (Robinson, Brown, Green, 2010).

Filtering Policy. Filtering policies are an extension of an orgatmizes Internet
safety policy (AUP), and define the content categgothat are blocked, user profiles, and
their privileges (Hidalgo et al., 2009).

Internet Filter. Internet filters are software tools that limitpbk, or restrict

access to Internet content (Moyle, 2012).
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Safety Policy.A safety policy is a CIPA-required document thdtiresses a
broader range of computer-related issues. A saf@tgy, sometimes referred to as an
AUP, encompasses access to inappropriate matendlse Internet and includes
provisions for handling security issues, for prategchildren's privacy, and for dealing
with children's use of computers for illegal adie.g., hacking into another computer
system) (Neighbor Children’s Internet Protectiort &CIPA), Section 254, 2000).

Web 2.0.Web 2.0, also called the read/write Web, is entexferring to online
technologies that allow users to socialize, coltab® and share information without
requiring programming skills. Web 2.0 tools inclusteial networking sites, blogs, wikis,
social bookmarking sites, and virtual worlds (R@oin, Brown, & Green, 2010; Simkins
& Shultz, 2010).

Summary

The Internet offers a wealth of educational resesitbat can potentially reform
and enhance teaching and learning. However, edsda&we encountered various
impediments to full realization of the Internetdueational potential, including restricted
access to some constitutionally protected Intemsdurces. Filtering and safety policies
and procedures have a substantial influence omm&bon access. This study examined
the issues surrounding the development and impletien of filtering and safety
policies in order to determine how these issuestepnformation access, and limit

attainment of 2% century learning standards.
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Chapter 2

Review of the Literature

Introduction

This study focused on the issues surrounding Knigrhet filtering and safety
policies and how these issues converge to influerfoemation access and instruction.
Several overarching themes emerged from the litezatview, which provided a
conceptual framework for the study. The literatten@ew focuses on the following
themes: the promise and perils of Internet acfords-12 education, Internet safety
legislation and First Amendment issues, the inflgeof Internet safety legislation on
Internet filtering and safety policies, issues tediato Internet filtering technology and
how it works, filtering and safety policy implematibn issues, Internet safety policy
issues and Zicentury learning standards, and the implicatidrfdtering and safety
policy implementation. The final section focusestloa contributions of the current study
to the research in this domain.

The literature, which reflects the complexity amshicoversial nature of Internet
content controls in public schools and librariespften more prescriptive and
experiential than research-based as noted by Jardefan (2009). Informational,
anecdotal, and experiential pieces have been iadludthe literature review because

they underscore the significance of the Interrgring debate and pinpoint the need for
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more research-based evidence to guide filteringsafety policy decisions. Moreover,
pertinent early research and prescriptive liteehas been included to frame the
background of the current study and to illustraermanner in which the need for the
current study has evolved. Initially, Jaeger and ##tested to the need for more research
focusing on the implications of Internet contenmbitrols when noting that CIPA and its
requirements have not generated much researchamtdhe legislation affects schools,
libraries, and clientele of these institutions. Bloecently, Ahn, Bivona, & DiScala
(2011) suggested there was a need for researdvémee understanding of how
technology policies influence educator practicdss Tnvestigation incorporates the
aforementioned identified gaps in the literature.
The Promise and Perils of Internet Access for K-1Education

In its infancy, the Internet was an important commation tool for scientists and
academic researchers, but the emergence of thalWbde Web and graphical browsers
made Internet navigation easy for everyone (Hél1,12 Internet, 2011). These
developments were instrumental in the Internet g a valuable commercial,
communication, entertainment, and educational #oblic schools eagerly embraced the
Internet; its many educational resources holdirayppse for significant instructional
improvement and enhanced student learning. Thenkettéacilitates access to vast
amounts of information, enhances communication,anddens students’ connections to
diverse people and perspectives. Supporting tmslasion, the National Educational
Technology Plan (NETP) (U.S. Department of Educat010) suggests online
technologies offer limitless opportunities to “deangaging, relevant, and personalized

learning experiences (p. vi).” The promise of anrerous range of educational
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experiences and materials spurred phenomenal giawtiternet connectivity and
Internet accessible technologies in the K-12 seétocording to the most recent National
Center for Educational Statistics report, publicau Internet accessibility has risen from
less than 10% in 1995 to almost 100% in 2008 (D&phartment of Education, 2012).

Much of the growth in Internet connectivity canditributed to the education rate
(E-rate) program. Recognizing the increasing imgoaze of the Internet and its potential
to improve education, the U. S. Congress createdthate program as part of the
Telecommunications Act of 1996, to provide discaumm telecommunications, Internet
access, and internal networking to schools andriés. The main goal of this program is
to lessen the so-called “digital divide” by ensgrinternet access equity across poor and
rich, rural, urban and suburban areas, and higityesl and underserved areas (Manzo,
2010; Holt & Galligan, 2012).

A number of challenges have diminished realizatibthe Internet’s educational
potential. One of the most significant and contreia challenges involves the possible
exposure of minors to inappropriate online conteduding, pornography, hate speech,
and other controversial materials. Public conc&ouathe proliferation of objectionable
online content has prompted various legislativerafits to shield minors from exposure
to offensive Internet content (Ott, et al., 20100§& Hancock, 2011). The limited
success of these legislative attempts and ongahgtd about minors’ online safety
underscores the delicate balance between First Ament free expression rights and
government regulation of Internet activity to ptgouth from online obscenity and

indecency.
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Internet Safety Legislation and First Amendment Issies

From its inception, the Internet has been unregdlahd autonomous in nature in
that anyone with technical skills could post anydkof information including offensive
and illegal content. The Internet is also a glabatium. These factors have complicated
any efforts to regulate online content becauseeixiremely difficult to develop one
standard by which to regulate this medium (Halll R0Gossett & Shorter, 2011;
Leberknight, Chiang & Wong, 2012). Legislative etfoto restrict access to
objectionable online content incorporate two kinfisechnology--adult verification
technology, which restricts access on the publishdrand software filters, which restrict
access on the user end. Congressional legislatioally relied upon adult verification
technology to zone Internet speech into adult zamelsminor zones, but when this
regulatory approach failed constitutional scrutisiyhsequent legislation relied upon
filtering software to protect minors (Gros & Hankp2011; Macleod-Ball, 2011).
Recently, congressional legislation has evolveid¢tude more comprehensive and
proactive approaches beyond restrictive measureba&sizing technology, to focus on
Internet safety education and awareness (Esse®).Z0&ble 1 provides an historical
perspective of major Internet safety legislatiomihg direct or indirect implications for
K-12 Internet filtering and safety policy developme
The Communications Decency Act and the Child Oritir¢ection Act

The Communications Decency Act (CDA) (1996) was @eas' initial attempt to
regulate indecent online materials. CDA made timioal offense to send or post
obscene material through the Internet to youth®utite age of 18. The Internet’s

democratic nature and fears that government ragalatould diminish this important
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Table 1 Historical Overview of Major Internet Safety Legislation

Legislation Summary Internet Safety  Status/Outcome
Approach
Communications Prohibited Adult Ruled
Decency Act (1996) posting/sending Verification Unconstitutional
obscene online  Technology
material to
individuals under
18
Child Online Prohibited Adult Ruled
Protection Act (1998) commercial Web Verification Unconstitutional
sites from Technology
displaying

material deemed
harmful to minors

Children’s Internet Required schools Filters and Enacted into law
Protection Act (2000) & and libraries Internet Safety
Neighborhood Children’s receiving certain  Policy
Internet Protection Act federal funds to
(2000) use technology
protection
measures to
prevent minors
from accessing
obscene material:

Protecting Children in  Prohibited access Expanded Revised version
the 2F' Century Act to a commercial content filtering excluding expanded
(2007) social networking to include social filtering provision,

website or chat  networking sites but including
room unless usec and chat rooms Internet safety

for an educationa awareness and
purpose with education passed the
adult supervision Senate

Broadband Data Requires schools Internet safety  Enacted into law

Improvement Act (2008) with Internet awareness and

Title 11, Protecting access to educate¢ education

Children in the 2% minors about

Century Act (2008) appropriate

online behavior,
including online
social networking
and chat room
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Table 1 (continued)

Legislation Summary Internet Safety  Status/Outcome
Approach

interactions and
cyber bullying
awareness and
response

venue of free expression motivated free speechomeqts such as the American Civil
Liberties Union (ACLU), the American Library Assation (ALA), the National
Education Association (NEA), Internet Free Expresdlliance, and several gay and
lesbian groups to oppose vehemently any attemptgtdate Internet activity (Hall &
Carter, 2006; Internet, 2011). Consequently, CDA wamediately challenged. The
Supreme Court ultimately struck down the CDA, rglthat the statute was too
ambiguous and not narrowly constructed to meegtvernment’s goal of protecting
children, while maintaining First Amendment rig@&ros & Hancock, 2011; Macleod-
Ball, 2011).

The Child Online Protection Act (COPA) was Congfemext attempt to protect
minors from an ever-increasing body of pornographiernet materials. To avoid the
vagueness and constitutional problems inherenOA,CCOPA was more narrowly
focused. Instead of focusing on all online indege@OPA (1998) targeted commercial
entities on the Internet, rather than e-mail, chams, or online bulletin boards, and
criminalized “any communication for commercial posgs that is available to any minor
and that includes material that is harmful to m#i¢6ection 231). The legislation
required that minors’ access to these materiatesteicted using adult verification
techniques such as credit cards, digital age eatifin certificates, or other verification

methods (Gros & Hancock, 2011). In 2003, a fedewvalt blocked COPA'’s initial
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enforcement because the age verification techniquegquired disproportionately
infringed upon adults’ free expression rights. COétfectively died in January 2009,
after a decade of litigation, when the Supreme Cafused to hear the government’s
final appeal (Supreme Court, 2009). During the afgpprocess, the Court ruled user-
based filters were a less speech-restrictive, imitasly effective means of protecting
minors from objectionable online content (MaclecaltB2011).

The Children Internet Protection Act and the Neigtiiood Children’s Internet
Protection Act

The Children’s Internet Protection Act (CIPA), sggl into law in 2000, was
Congress’ third attempt to regulate minors’ acdesmline obscenity and indecency.
Hoping to avoid the constitutional issues that undeed CDA and COPA, Congress
changed its approach with CIPA (Jaeger &Yan, 2@purlin & Garry, 2009). Instead of
placing restrictions on Web publishers, CIPA placestrictions on schools and libraries
receiving Library Services and Technology Act (L9TéAnds, Title 11l of the Elementary
and Secondary Education Act (ESEA) funds, Museudhlalorary Services Act funds, or
E-rate funding (Jaeger & Yan; Menuey, 2009; Sut&ii,2). CIPA (2000) required
libraries and schools receiving funds from the efioentioned sources to use technology
protection measures (filters) on all computersesirnct access to indecent online
materials.

Free speech advocates, including the ALA and AGhuhnediately brought court
challenges against the law, claiming its filterimngndate infringed upon users’ First
Amendment rights. A federal district court declaf@&A unconstitutional on First
Amendment grounds because the filtering mandateepted users from accessing

legitimate Web sites as filters inadvertently bléegitimate content while blocking
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objectionable online materials (Menuey, 2009). Manadds that CIPA's constitutional
challenge did not include public schools and schibadries; therefore, the district court
ruling did not apply to schools. Schools were matuded in the court challenge because
previous legal precedent gave them wider latitmdemiting students' free speech (Hall
& Carter, 2006; Sutton, 2012). Unlike public libes, schools serve a subset of the
community not the entire community. Nevertheled®ACwithstood legal challenges
when the Supreme Court ruled it constitutional pluaality decision in 2003 (Internet,
2011).

CIPA and a related act, The Neighborhood Childrémtarnet Protection Act
(NCIPA), are part of a larger appropriations law (6-554).The language is similar in
the CIPA and NCIPA sections of PL 106-554, but¢hemre important differences. CIPA
stipulates what must be filtered (visual images #na obscene, child pornography, or
harmful to minors) and requires the implementatbban Internet safety policy. NCIPA
focuses on what must be included in a school oaribs Internet safety policy and is
applicable only to schools and libraries partidipgin the E-rate program (Jansen,
2010). Jansen also notes that CIPA defines thesphitearmful to minors," but
NCIPA directs the local school board or governiongypto determine what is and is not
suitable for minors to access under its Internfgtggoolicy or acceptable use
policy (AUP). CIPA and NCIPA impose three mandaiesaffected agencies. These
mandates include a safety policy (also called dedxd use policy), use of a technology
protection measure to prevent access to child gpaphy or materials harmful to
minors, and a public meeting informing the commypitmeasures taken to keep minors

safe while using the Internet (Menuey, 2009).
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Post-CIPA Internet Safety Legislation

Enactment of CIPA and its technology protectiorasuges have not dispelled
concerns about children’s online safety. Lawmakerginue to introduce Internet safety
legislation intended to protect children on thestnet. This suggests CIPA’s safety
strategies have not kept pace with threats posedgly developing technologies,
particularly mobile technologies, wireless techigodés, and burgeoning Web 2.0
applications such as social networks, blogs, wikidgo sharing, and photo sharing
(Miller, Thompson & Franz, 2009; Spurlin & Garryd@; Willard, 2010a). Essex (2009)
reports that 15 bills were introduced during th8"1Gongress (2005-2006) and 36 bills
were introduced during the 11 @ongress (2007-2008) that referenced child
exploitation, sexual predators, Internet safetyl mahated online threats. Essex suggests
that the growing popularity of social networking bV&tes and increased awareness of
online predators prompted a significant increadaternet safety legislation during the
110th Congress (2007-2008). Among the 36 Interaket bills introduced during the
110th Congress, there were various responses, a@s, or solutions to Internet
dangers and online child exploitation.

Prompted by rising public concern that sexual pi@davere using social
networking sites and chat rooms to locate poteabake victims, the Deleting Online
Predators Act of 2006 (DOPA) was passed in the elofifRepresentatives (Gros &
Hancock, 2011). DOPA would have expanded CIPAsriilg mandate by requiring E-
rate funding recipients to prohibit minors from essing social networks and chat rooms
in addition to blocking access to obscene, pormugcaor “harmful to minors” materials.

DOPA was included in a related Senate bill, thedting Children in the ZiCentury
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Act of 2007 (S. 49), which did not pass in the $emhamber. However, a reworded
version of the Protecting Children in the’Qentury Act (S. 1965) passed the Senate by
unanimous consent in May, 2008 (Essex, 2009). Estsas S. 49, which incorporated
DOPA, included a filtering and an Internet safetyaeeness approach, but S.1965 deleted
the filtering approach, expanded the awarenessappr and added an education
approach. Senate bill 1965 subsequently becam@fpRrtblic Law 110-385, the
Broadband Data Improvement Act of 2008. The lasg &nown as the Protecting
Children in the 2% Century Act, requires schools receiving federaate funding to
educate students “about appropriate online behawcuding interacting with other
individuals on social networking sites and in clwatms and cyber bullying awareness
and response” (Section 215). While online safegyslation has diminished with
subsequent Congresses, state legislatures comntirebate online safety and pass
legislation designed to protect students from Wébkrélated safety threats (Adams,
2010; King, 2010; Pierce, 2012). Whether at théonat or state level, most online safety
legislation either directly or indirectly influeneschool technology use policies.

In addition to federal Internet filtering and sgfégislation, many states have
enacted filtering laws to prevent minors from asagg sexually explicit, obscene, or
harmful content. According to the National Conferenf State Legislatures (2013), 25
states have filtering laws applicable to publicaak and libraries. Most of these laws
require the affected agencies to adopt Internetg@blicies that protect minors from
inappropriate online materials while some laws sjpadly require the installation of
filtering software.

The emergence of interactive social technologiesafso prompted state
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legislators to pass laws to protect minors fromrenpredators and cyber bullying. Cyber
bullying legislation has been passed in 20 statesrding to King (2010). These laws
differ in scope, but describe the tools of cybdhling as electronic communication,
Internet technologies, and several states incletigohones (Miller et al., 2009). King
adds that most of the state cyber bullying lawsi$oan public schools, requiring school
boards to establish policies prohibiting cyber yaal.

The prevalence of post-CIPA Internet safety legjistareflects legislators’
ongoing concern about Internet dangers and chiptbé@ation on the Internet (Essex,
2009) and the inability of legislative policy todqepace with rapidly changing
technology (Fuchs, 2012; Miller et al., 2009). Mwrer, school level policy
implementation lags behind legislative enactmengdaeral years, thereby propelling
school technology policy development and implemi@manto a state of flux (Adams,
2010). Educational policy emerges from multipleclsv—federal, state, school district,
and building level—which complicates policy cooralilon. Censorship and First
Amendment issues are also inextricably linked fetggolicies. Therefore,
policymakers must balance individual rights witlfiesg concerns. Schools do not have a
significant amount of legal precedent upon whicbase safety policies, making Internet
policy development a more difficult task (Miller.&it).

Filtering and First Amendment Issues

The First Amendment states, “Congress shall makewaespecting an
establishment of religion, or prohibiting the frexeercise thereof; or abridging the
freedom of speech, or of the press; or the righhefpeople peaceably to assemble, and

to petition the government for a redress of grieesi (U.S. Constitution). The potential
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erosion of free speech rights has been at theatdhe filtering debate. The ALA and
ACLU are two of the largest and most vocal orgatinre leading the fight against the
use of Internet content controls. Both groups belige use of filtering software in
public schools and libraries violate the First Amerent’s assurance of free speech and
expression (Fuchs, 2012; Spurlin & Garry, 2009teFs cannot limit blocking solely to
what CIPA mandates—materials harmful to minorscehgy, and child pornography—
without blocking constitutionally protected infortran.

The First Amendment is the basis for the ALA’s laby Bill of Rights, which
affirms the library’s responsibility to uphold tpenciples of intellectual freedom—
unfettered access to information and ideas regssdikits source, background, or
viewpoint. Article V of The Library Bill of Rightsvas amended in 1980 to include “age”
and reaffirmed this stance in 1996 (American Liprassociation, 2013b) in response to
mounting public concerns about minors having fremeas to inappropriate Internet
materials in libraries. In an interpretation of thibrary Bill of Rights, the library
organization contends that limiting access to nontpesources or information
technology based on age abridges library use foorai The ALA believes minors
should have access to these resources with or wtifayental permission (American
Library Association, 2013a). This philosophicaln&ta has prompted the ALA to oppose
legislation such as CIPA—the goal of which is tstriet minors’ access to inappropriate
Internet materials.

Minor’s First Amendment Rights and Court Precedents
The ALA’s philosophical position raises the questal whether minors have the

same right to access information as adults in yles ef the courts. Generally, the courts
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have granted schools greater latitude in limitinglents’ First Amendment rights
(Alexander & Alexander, 2012; Chmara, 2010; Hoové&(9). Several landmark court
cases have framed the extent of minors’ First Ameard rights in public school settings.
These cases demonstrate the tension between bajdficst Amendment ideals with
educational officials’ responsibility to inculcatalues (Hall & Carter, 2006). In the
landmark case ofinker v. Des Moines Independent Community Schisiti€ (1969),
the Supreme Court clearly protected students’ fseedf expression in the public school
settings. The Court’'s famous statement—*“It can lydvd argued that either students or
teachers shed their constitutional rights to freedd speech or expression at the
schoolhouse gate’—establishes a precedent supganimors’ rights to free expression
within the school setting. On the other hand, tber€Cin handing down th&inker
decision reiterated the school’s authority to icatg and to intervene and take
appropriate action when student expressions cassgtons to the educational
environment.

In another landmark casBpard of Education, Island Trees Union Free School
District, No. 26 v. Pic1982), a New York school board had removed sé¢bewks
from a high school library because they were amtiefican, anti-Christian, anti-Semitic,
and just plain filthy” (Alexander & Alexander, 201)2. 355). The Court ruled that a
school board must be allowed, “to establish andyaeir curriculum in such a way as
to transmit community values” (Pico, 457 U.S. aBB%ut the First Amendment
precludes the removal of school library books ieorto deny access to ideas believed to
be objectionable. Being that the school board’ssil@t was not content neutral, the

board was essentially engaging in viewpoint disgration, a biased or political attempt
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to protect certain ideas while suppressing otHeespite its prohibition of viewpoint
discrimination, the Supreme Court has given pudteools significant latitude to limit
minors’ access to information if school officialaye made an objective judgment that
the information is “educationally unsuitable,” ggposed to deciding to limit access to
information based upon disagreement with or disagdrof the content of the
information (Alexander & Alexander; Chmara, 2010).

There are various opinions about how these cagey tpthe constitutionality of
Internet content filters in public schools and wliaény, legal challenges could be
mounted against the use of Internet filters in pukthools. In handing down tlreco
decision, the Supreme Court distinguished betweeratceptable decision of school
officials not to purchase books because of pereagiNgarity or lack of educational
suitability and the unacceptable removal of libraopks in order to suppress ideas
considered politically or socially objectionablel¢fander & Alexander, 2012). This
legal principle has been made analogous to filiehiiernet content in recent court cases
involving the constitutionality of Internet filters

In American Library Association v. the United Stg{23803), the district court
adopted the analogy that Internet filtering was like unconstitutional removal of books
from a library; however, the Supreme Court did axgitee with this analogy. ThHLA
plurality opinion viewed Internet content blockiag analogous to a library’s decision not
to include certain material in its collection. Ipholding CIPA, the Court concluded that
libraries should have broad discretion in deterngnivhat materials to include in their
collections (Hall & Carter, 2006). Legal precedsedarding minors’ rights to access

information, and public pressure to protect mirtzas driven rapid and widespread
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implementation of filters in public schools (JaegeYan, 2009). Jaeger and Yan add that
there has been little resistance to CIPA in schaslsompared to public libraries.
Litigation Resulting from Internet Safety Policyplementation

Despite widespread deployment, filtering opponangsie one source of litigation
arises from the way Internet filtering and safedjiges are being implemented in public
schools. First Amendment advocates purport thekbigadecisions of some filtering
programs reflect a particular ideological perspestivhich is analogous to viewpoint
discrimination, a practice specifically forbiddey legal precedents (Alexander &
Alexander, 2012; Willard, 2010b). Willard maintaithat districts may unknowingly be
engaging in viewpoint discrimination because fitgrcompanies, who protect what they
block as a trade secret, may block Web sites baisgurticular ideological perspectives.
Holzhauer (2009) concludes that when schools ketdiat the most restrictive level and
deploy them based on the vendors’ default settirgypoint discrimination is likely to
occur.

Viewpoint discrimination has been cited in rece@LAJ lawsuits against school
districts. In May 2009, the ACLU filed a lawsuit behalf of several students and an
SLMS in Tennessee’s Knox county and metropolitashNdle school districts. The
plaintiffs argued the districts’ filtering softwabdocked students from accessing sites
providing information and resources about gay &stibn issues, but the filter did not
block sites promoting the view that homosexualdabe rehabilitated and become
heterosexuals (Manzo, 2009; Staino, 2009). AccgrthnStaino, the filtering software
the districts were using, when deployed at theudegetting, blocked all sites

categorized as lesbian, gay, bisexual, and transyg¢hGBT). The federal court
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dismissed the lawsuit in August 2009, when schéfatials agreed to unblock the sites
(Manzo, 2009).

More recently, the ACLU launched its “Don’t Filtkte” campaign to prevent
school districts from filtering pro-LGBT informatio The organization contacted several
school districts asking them to reset their filtersllow access to this content. Leading
filtering software companies were also contactetlasked to remove supportive LGBT
Web sites from their blacklists. The ACLU claimeghsol districts using filters from
companies such as Lightspeed Systems, Blue Codigiard, and Websense were
engaging in viewpoint discrimination (Zwang, 201Agcording to the ACLU, school
districts were engaging in viewpoint discriminatioecause these filters reportedly
blocked educational or supportive LGBT content wipérmitting access to sites that
oppose LGBT lifestyles. In response to the campagme filtering companies,
including Lightspeed and Fortigate, changed thiarfcategories to prevent erroneous
blocking of supportive LGBT content (Adams, 2012kimately, the ACLU filed a
lawsuit against a Missouri school district allegingproper filtering of educational
LGBT content (Quillen, 2011). The lawsuit was s&ttivhen the school district agreed to
stop blocking the content in question, submit taitaring, and pay legal fees that were
incurred (Associated Press, 2012). The aforemeatidegal actions against school
districts illustrate the legal challenges districtay encounter if filtering policies are
overly restrictive and configured in such a wayt thay prevent users from accessing
resources supporting a particular point of view.

Filters continue to attract legal scrutiny and esgomstitutions that use them to

potential legal action because they provide an ifepesolution to a far-reaching
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problem. In July 2003 the Supreme Court ultimatgifteld CIPA, which settled the
constitutionally of the law. However, legal expests/ subsequent challenges to the law
may arise from the way the law is implemented. Man{2009) explains most of these
challenges will not apply to schools, but provitlege areas in which additional legal
challenges could arise for schools. First, studeotsd raise First Amendment concerns
because filters tend to over-block thereby prewgndéiccess to materials of interest that is
neither "disruptive nor harmful to minors" (p. 4%).addition, legal experts say
challenges could also arise because filtering comegaessentially decide what materials
are being blocked; therefore, school boards amgaéihg their legal responsibility
to make decisions about curriculum content torfitig software companies. Finally,
Menuey suggests filtering exacerbates the so-calligital divide." The divide widens
when students with home access to computers agd@btcess materials at home that
are filtered at school, but students without a haoraputer are denied access to these
same materials.
The Influence of Internet Safety Legislation on Inernet Filtering and Safety Policies

CIPA and related Internet safety legislation hagéaching implications for
filtering and safety policy implementation. Thediling approach to minors’ online
safety has garnered most of the attention in tihatgesurrounding CIPA, but the
legislation employs a two-pronged approach, withgbcond approach being the
establishment and enforcement of a comprehensfegygaolicy (Jaeger & Yan, 2009).
Acceptable Use Policies

Prior to CIPA’s enactment, most schools had takepssto address Internet safety

concerns and prevent computer and Internet abusest@p was the development and
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implementation of Acceptable Use Policies (AUPJYP5S include school board adopted
rules, regulations, rights, and responsibilitiest thovern users’ computer-related
activities (CoSN, 2011; Robinson, Brown & Greenl@p Schools usually require all
users (and parents of minors) to sign a legallgibign agreement indicating they
understand the policy’s privileges, responsib#ifiand policy violation penalties. AUPs
typically prohibit use of the Internet for non-edtional activities, and forbids malice,
recklessness, invasion of privacy, theft, haras$niemlying, copyright infringement,
lewd and vulgar expression in all forms (wordstymes, videos, or sounds), and use of
technologies to violate other institutional polgi@&hn et al., 2011; Robinson, Brown
and Green).

Filtering technology proponents believed AUPs wesalfficient protection for
children and that limiting access to Internet cahteould be a better approach.
Consequently, pro-filtering groups began lobbyiran@ress in favor of filtering
legislation, which eventually resulted in CIPA’'saetment (Fuchs, 2012; Finsness,
2008). CIPA’s regulations have greatly influencled tontent, implementation, and
importance of AUPSs in schools.

CIPA-Compliant Filtering and Safety Policies

CIPA compliance requires schools and public lilesito adopt an Internet safety
policy, which is commonly referred to as an AUPhGln, 2010). CIPA compliance is
required if an institution’s funding sources inatud

e Universal Service (E-rate) discounts for Interretess, Internet service, or

internal connections;
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e Library Services and Technology Act (LSTA) statargrfunding to buy
computers used to access the Internet or to pagtdinternet access costs; and

e Title lll funding under the Elementary and Secordaducation Act (ESEA) to
buy computers used to access the Internet or talipagt Internet access costs

(Gros & Hancock, 2011; Jansen 2010; Sutton, 2012).

In addition to adopting an Internet safety polictitutions receiving E-rate funds (most
schools receive E-rate funds) must provide notieeleold at least one public meeting on
the proposed Internet safety policy, and certifyuily with the Federal
Communications Commission (FCC) that they have ttband implemented the policy
(FCC, 2011), which must include a technology pricvecmeasure (filters).

NCIPA, Subtitle C of CIPA, goes beyond the isstili@ring Web pages,
requiring E-rate schools to develop and implemesdraprehensive policy governing
minors’ Internet usage (Jansen, 2010). The Intevakety policy must address
monitoring minors’ online activities (E-rate Centr2012; Nicoletti, 2009); however,
Jansen states electronic monitoring is not requidedording to FCC rules, the policy
must encompass the following five areas:

e Access by minors to inappropriate matter on therht and World Wide Web;

e The safety and security of minors when using ebei¢rmail, chat rooms, and
other forms of direct electronic communications;

e Unauthorized access, including so-called "hackiagd other unlawful activities
by minors online;

e Unauthorized disclosure, use, and disseminatigrecfonal information regarding

minors; and
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e Measures designed to restrict minors' access terrabst harmful to minors

(NCIPA Section 254, 2000).

CIPA regulations do not specify any brand of filber specify a degree of
blocking effectiveness, but the filtering policy stie set to block three types of visual
depictions including obscenity, child pornograpagd material that is “harmful to
minors” (E-rate Central, 2012). CIPA defines thegsle, “Harmful to minors,” as:

any picture, image, graphic image file, or othisual depiction that taken as a
whole and with respect to minors, appeals to aigmuinterest in nudity, sex, or
excretion; depicts, describes, or represents patantly offensive way with
respect to what is suitable for minors, an actuaimulated sexual act or sexual
contact, actual or simulated normal or pervertediagkeacts, or lewd exhibition of
the genitals; and taken as a whole, lacks seriteraiy, artistic, political, or

scientific value as to minors. (Children’s Interiebtection Act, 2000)

NCIPA (2000) does not define “inappropriate matteut allows the local school board
to determine what is and is not appropriate forarsrio access under its Internet safety
policy (Jansen, 2010). This provision allows sckdolestablish filtering policies that
block content beyond the three types of visual depis specified by CIPA (E-rate
Central, 2012).

According to E-rate Central (2012), CIPA compliaatso includes enabling
filters on all Internet accessible computers relgasiof whether the computer is used by
minors or adults. The law allows the filter to bsabled for adults only for bona fide
research or other lawful use by an adult (Chmabap2Jansen, 2010). E-rate Central

notes that the ESEA and LSTA sections of CIPA alfitiers to be disabled for both
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adults and minors, but there is no disabling priowigor minors in the E-rate section.
Furthermore, no provision precludes schools frotiirgedifferent filtering policies for
students based on academic or age groups, or imdiaidual basis.

The Protecting Children in the 2Century Act (2008) adds an additional Internet
safety policy requirement regarding educating nsraiyout appropriate online behavior,
specifically including social networking and chabm interactions, and cyber bullying.
The FCC has not established specific criteria fGIRA-compliant Internet Safety policy
or AUP, but E-rate Central (2012) suggests thalRAcompliant Internet safety policy

should:

Be applicable to minors and adults;
e Include the use of an Internet filtering mechan&md specify conditions under
which filtering can be disabled or overridden;
e Address staff responsibilities to monitoring miriasline activities and
educating minors on appropriate online behaviod; an
e Address NCIPA-specific issues concerning safe @igenail and other types of
electronic communication, unauthorized disclosungersonal information and
illegal online activities.
CIPA Compliance in Public Schools
Before the Supreme Court decided CIPA’s constihaiity in 2003, most schools
had become CIPA compliant by implementing varicafety strategies to prevent
students from accessing inappropriate online nateflaeger & Yan, 2009). The
American Association of School Librarians’ (AASI12012) most recerichool Libraries

Countfiltering survey indicates that most schools hamplemented filtering software
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and safety policies (AUPs) to help maintain stuglemiline safety. Table 2 also indicates
schools have employed additional safety measuobsdimg supervising students’ online

activities, limiting Internet access, and allowin¢ernet access on a case-by-case basis

(AASL, 2012).
Table 2. Internet Safety Strategies in Publicdats
Internet Safety Approach Percent of Schools

Implementing

Filtering 94
Acceptable Use Policy 87
Supervise Internet Access 73
Limit Internet Access 27
Internet Access on a case-by-cas 8
basis

Note: Data from “Filtering in Schools: AASL Executi Summary,” by the
American Association of School Librarians, 2012.

Jaeger and Yan (2009) note several reasons filtars become as ubiquitous
as computing devices in public schools. In additmtegal mandates, schools are subject
to societal pressures to filter Internet contenhdvs are considered a susceptible group
for Internet crimes and child pornography; henoejety has determined schools have a
fundamental responsibility to protect children frofrjectionable online materials. In
addition, federal E-rate funds are essential toschudgets (Sutton, 2012). In order to
enhance and maintain technology, public schooyshrehvily on these funds.
Consequently, they cannot afford to forego E-rateling to avoid CIPA's filtering
directive. These are the primary reasons there bage few objections to the
comprehensive implementation of filtering policiegpublic schools as compared to

public libraries (Jaeger & Yan).
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Although legal, political, social, and financiatfars necessitate widespread
implementation of filters in public schools (JaegeYan, 2009), the literature pinpoints
various Internet filtering and safety policy isstresing profound implications for
policymakers, administrators, educators, and stisd&ecent prescriptive, anecdotal and
research literature reveals the issues relatettearig technology’s blocking techniques,
and filtering and safety policy implementation aheols.

Issues Related to Filtering Technology and its Bli&ang Techniques

Internet content filtering technology is employedéstrict users from accessing
Web content that violates an institution’s AUP. Muwaf the controversy surrounding
filtering technology emanates from the techniqires¢ tools use to filter or block access
to Web-based information. Regardless of the posibioe adopts regarding the filtering
controversy, it is generally agreed that filters an imperfect solution to a complex
problem. Filtering technology either “over-bloclaid denies access to legitimate Web
sites, or “under-blocks” and permits access topnapriate Web sites (Moyle, 2012;
Sutton, 2012). Ineffective filtering was particjaproblematic with first generation
filters. However, filtering technology has evolviedm simplistic keyword and URL
blocking to more sophisticated tools employing embmation of blocking techniques
(Baule, 2010; Houghton-Jan, 2010; Hua, 2011). &kest content filters can be very
powerful, according to Houghton-Jan, when theyadibrtificial intelligence, image
recognition, and complex keyword analysis algorghaha very granular level.

Keyword Filtering
Keyword filtering is the most basic filtering methadr his technique uses a

dictionary of blacklisted words or phrases withigissd positive or negative scores.
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When users request pages, the page is examineddorrences of these words or
phrases. If a requested page exceeds a user-deterthreshold, the page is blocked
(Hidalgo et al., 2009; Quillen, 2010). Blacklistave expanded to include millions of
keywords and phrases, but updates are performedaita@according to Nicoletti (2009).
Some vendors allow the customer to update or tine the list manually to lessen the
occurrence of false positives. For example, thelilst can be customized to allow a
page containing “wire strippers,” but block one @ning “strippers” alone.

Keyword blocking is known for blocking innocuous Weages because it filters
Web content without regard its context. Howevels tAchnique offers some advantages.
One advantage is that keyword filtering can quiaddyermine if a Web page has
potentially harmful content (Banday & Shah, 201f)addition, the dictionary of
objectionable words and phrases does not requinéncmus updates. As the over-
blocking rate is usually unacceptable for mosttagbns, this filtering technique
typically is used in combination with other meth@g@#ou, Sinha, & Zhao, 2010;
Hidalgo et al, 2009).
URL Filtering

URL filtering prevents or allows Web access by &g a requested Web site's
URL against a URL database that is categorizedrdoggpto content (i.e., shopping,
gambling, etc.) (Sutton, 2012). Categorizationvaflammetwork administrators to make
blocking decisions based upon content categoriestelare two types of URL
databases—a black list database that contains dRdlsjectionable Web sites and a
white list database that contains URLs of acceptdb sites (Chou et al., 2010). Most

filtering solutions that employ this technique td&ck lists (Hidalgo et al., 2009). This
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blocking method can be configured to block entifeLld or only permit access to non-
offensive content on the Web site. As with keywblakcking, vendors usually provide a
basic URL database requiring the user to performuakupdates. Updates must be
performed frequently to keep pace with rapidly exgpag Internet content; otherwise, an
institution's URL blacklist could easily fall out compliance with its AUP (Nicoletti,
20009).

This type of filtering is time consuming and resmiimtensive since most URL
blocking systems enlist human reviewers to mains@idated URL lists. Filter developers
are increasingly using automated tools to imprieeupdating process. Automated Web
spiders tag potentially offensive sites while humariewers follow-up to validate the
automated classifications (Hidalgo et al., 2009ugtdon-Jan, 2010). Nevertheless,
creating and maintaining URL databases continuég @ labor-intensive and expensive
process (Banday & Shah, 2010; Chen & Wang, 201@3r&fore, commercial filtering
companies typically will not reveal specific Wekesi by category because the
information is proprietary or a trade secret (Gts&ehorter, 2011; Houghton-Jan;
Willard, 2010b). Since content-based decisions aivbiat is blocked are not shared with
customers, filtering software critics argue schaold libraries are relinquishing their
responsibility to make content and selection deossito filtering software companies
(Jaeger & Yan, 2009). Sutton (2012) adds that thprpetary claim makes it difficult to
move an incorrectly categorized Web site to a nap@opriate category.

As speed and accuracy are key attributes of gdtedifig systems, most
commercial and open-source Web filters use URErililg as the primary filtering

technique. Koumartzis and Veglis (2012) suggedtWriL filtering technology is easier
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to implement and its fast processing speed suppopiementation on a massive scale,
such as in school districts with distributed loosa. However, an inherent fault of site
blocking is its focus on HTTP-based traffic, whielils to detect and block instant
messaging, email attachments, and file sharingegijans that may threaten network
security. Therefore, most public schools use coriakiiltering products that employ a
combination of filtering techniques in order to este greater content blocking
effectiveness (Chou et al., 2010; Nicoletti, 2009).
Real-time Contextual Analysis and Categorization

URL and keyword-matching filtering, the earliesteffing approaches, cannot
effectively filter the many different types of Webntent and protocols of today's
Internet traffic (Selamat, Zhi Sam, Maaroff & Shamdin, 2011). Contextual analysis
filtering—also known as intelligent content ana$y@tidalgo et al., 2009)—uses
the latest Web filtering techniques to analyzephgerns and context of text to
achieve a semantic understanding of the contetkteoivords and phrases on a Web page.
This process, when used in conjunction with keywaatking, reduces over-blocking
errors that occur when Web pages contain wordscrabe objectionable in some
contexts. Machine learning techniques categorizé YWages according to salient
features, and then the results are cached, inguxfiensive and non-offensive content,
to maximize accuracy and performance (Banday & Sk@hO; Nicoletti, 2009).

With dynamic blocking, URLs and category informatis updated dynamically,
eliminating the need to manage and update locakliéas manually. This real-time
categorization process reduces under-blocking—magry weakness of URL blocking—

that occurs when emerging inappropriate conteniybtt be added to the



43

URL blacklist. Chen and Wang (2010) adds thatfiliexing approach is advantageous
because of its ability to examine various elemehtsWeb page for classification,
including the metadata, links, text, images, angtc However, Varadharajan and
Cohen (2010) contend dynamically generated comtesbcial networking sites, secure
sockets layer security protocol (SSL) and non-HPf®&ocols for email, discussion
groups, chat, news servers, and instant messagmiupae to create technical and
practical challenges for filtering technology. Tmest important disadvantage of real-
time content analysis is inadequate performanceurate content analysis systems can
be developed, but slow processing time makes thappropriate for most demanding
filtering situations (Banday & Shah, 2010; Koumai& Veglis, 2012). Consequently,
most commercial filtering tools only use this teicjue to augment more efficient (faster)
filtering techniques such as URL filtering (Chowaét 2010).
Other Filtering Techniques and Technology Protattideasures

Image processing continues to be an active filieresearch area because of the
ever-increasing volume of images and multimedigheninternet, and particularly since
pornographic images are what CIPA stipulates mediliered. Most commercial
filtering tools classify Web content as pornograpti safe, using text on the Web page.
However, text-based processing is not effectivéa Witeb pages containing mostly
images and minimal or obfuscated text (Chen & Wa0d,0). Image filtering, based on
skin detection, is an emerging technique with dliggree of accuracy, but slow
performance makes this technique unusable in rediveystems. Consequently, most
filtering systems employ moment analysis, textunestograms, and statistics to produce

an algorithm that Hidalgo et al. (2009) purporb®highly effective in recognizing
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pornographic images. However, Sutton (2012) and &ar(R010) assert current filtering
technology cannot accurately block only visual dgpns of child pornography,
obscenity, and material harmful to minors as ClP#ndates.

Content labeling is a self-regulating, self-labglmethod of content control.
When a Web site is developed, the Webmaster desctiile Web site's content using an
Internet Content Rating Association (ICRA) genettajaestionnaire. Content labels are
created from the questionnaire results, which asgluo either block or to allow access to
online content. The RTA (Restricted to Adults) &@WDER (Protocol for Web
Description Resources) are similar self- regulatogtent labeling initiatives.
Webmasters are not required to submit contentitadpelata; therefore, many Web sites
are not labeled. Nevertheless, IRCA, RTA, and POWRDdbels are available in many
different content control software and Web brow¢Bextino, Ferrari, & Perego, 2010;
Jeon, Lee, & Won, 2011; Nicoletti, 2009). Contexiidling is not regulated, therefore,
some publishers intentionally or mistakenly mislabeir Web content, thereby
permitting users to access unwanted content (Ba&dalyah, 2010; Jeon et al.).
Consequently, these self-labeling systems shouidlmnused to augment other Web
filtering tools.
Filter Deployment within the Network

Web filtering solutions can be deployed in sevditierent network scenarios,
which substantially affect their customization,fpemance, and manageability (Hidalgo
et al., 2009). The software can be installed onviddal workstations, a networked proxy
server, a caching appliance, or firewall, or camiséalled on a dedicated server (Enex

Testlab, 2011). Filtering techniques and deploymtitin the network can substantially
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influence information access, requiring administraito balance a number of issues
including performance, flexibility, and costs to xiraize information access.

Filters installed on individual workstations (alsalled client-side filters) are
usually part of a full security suite that includagivirus, firewall, and other security
protections. Client-side filtering can be enhanbgdhe filtering capabilities of most
traditional Web browsers. Workstation based filtgfsecurity solutions are only feasible
for home users or small schools/districts becatiseamageability issues. This type of
deployment requires individual workstation configtion and cannot accommodate site-
wide policies that apply to all computers (Enextleds 2011; Hidalgo et al., 2009).
Since most school districts have many networkedpeders at distributed locations,
they require standalone solutions consisting cd@dichted database server and a separate
gateway or firewall that executes the contentriifig policy (Thomas & Stoddard, 2011).
Moreover, tech savvy users can easily bypass edieletfiltering solutions to access
blocked content.

Filters can be deployed at various points on theord, including on a dedicated
server, bridging the filtering server between theess point and the rest of the network
or installing the filtering product on a proxy senthrough which all Internet traffic is
routed. Filtering at the network level is a betteoice for institutions with distributed
locations because filtering policies are createrkan the gateway and then pushed
down to individual desktops (Enex Testlab, 201-dHyo et al., 2009; Thomas &
Stoddard, 2012). Networked filtering solutions regumaximum performance as they
must monitor and filter traffic from many simultames users, a standard that is difficult

to achieve unless they are installed on dedicatgdgerformance servers or appliances
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with special network hardware. Networked filterghgployment is typically less
vulnerable to hacking and similar security risksc@ietti, 2009).

A disadvantage of the dedicated appliance solusidne added expense of
purchasing and managing two separate hardwareegeaiong with the filtering
software. Additional storage is required for théatbase server as the database of Web
sites increases. Websense and SurfControl are ellckmown software/server solution
vendors. Some school districts choose integratkdisos that combine management and
processing on one gateway or firewall, thus redyb@rdware and operational expenses.
However, when the gateway also houses anti-virdgrgrusion prevention, performance
can be degraded (Enex Testlab, 2011; Gossett &&h@012).

Filtering can also occur at the ISP (Internet Sexr\Rrovider) or carrier level. ISPs
offer their customers a full suite of security seesg, including firewalling, antivirus,
anti-spam, and Web filtering. These security sohgj which are suitable for all kinds of
institutions and home users, are installed on semethe ISP level. The quality
and extent of customization of this filtering sadut depends on the product purchased.
Products that offer basic security services daatlotv much user configuration, but if
higher quality, more expensive filtering/securitpgucts are purchased they enable the
institution-based IT administrator to implementud $uite of institution-defined filtering
policies remotely. ISP-based filtering performa(ggeed) is usually not an issue as they
are optimized to handle millions of concurrent gsgith minimum delay (Banday &

Shah, 2010; Enex Testlab, 2011; Hidalgo et al.9200
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Content Filtering Challenges

Administrators and policymakers have many optiars ehallenges to weigh
when selecting a filtering solution and establighiittering policies. Increasing online
threats from email, chat rooms, peer-to-peer shaites, spam, viruses, worms, etc.,
demand that school districts not only filter objectible Internet content, but also content
that could subject the network to the aforementiatheeats (Thomas & Stoddard, 2011).
Additionally, filtering policies must combat non+azhtional use, bandwidth consuming
content, legal liability, and security breachesd@lgo et al., 2009; Nicoletti, 2009).

To address these challenges, the latest seculitfasts combine security
functions such as firewalls, antivirus protectigveb content filtering, anti-spam,
spyware prevention, intrusion detection and praeantnternet Protocol security, and
bandwidth management. These security solutions,kadewn as unified treat
management (UTM) appliances, dynamically controbWraffic at the organization's
gateway providing inline examination of Web cont&SL traffic, Web 2.0 applications,
and various network protocols to classify dynanuntent in real time (Ramaswami,
2010; Enex Testlab, 2011). For most school distritte greatest challenge to
implementation of this type security applianceastc According to Ramaswami, “K-12
schools rarely have the budget to invest in thesé¢-generation security tools, which
involve the cost of upgrades, maintenance, andtusaing (p. 27).” Consequently,
schools are relying on traditional filtering soft@awhich typically blocks entire sites
instead of dynamically scanning Web sites to blioeppropriate content and allow

appropriate content.
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Computer-savvy users have discovered numerous twayscumvent filters and
exploit built in weaknesses of some commerciatfiitg tools. Some URL filters use
only the domain name, not including the IP addraléswing users to input a Web page's
IP address to access blocked content. Even whéfiitdraises both IP addresses and
URLSs to block content, it is possible for circumt@ns to take each number in the IP
address and convert it to a hexadecimal, then é@nteo the browser’s address bar.
Scripts to compute hexadecimal format are readiéylable on the Internet. Web
publishers use techniques that cause inappromaatent to be unfiltered and passed on
to the user (Fuchs, 2012). lllegal content canibguised using JavaScript, which some
filtering software cannot parse or interpret. Aresthommon ploy is to assign safe labels
to inappropriate content. Therefore, filtering lthea labels is not very accurate (Hidalgo
et al., 2009).

The use of proxies to bypass filtering mechanisibe greatest challenge to
content filtering implementation according to Gdsaad Shorter (2011). When tech-
savvy users want to bypass the filter to accesskbbbcontent, they utilize a variety of
proxies including public and private Web-based prsites, proxy clients installed on
flash drives and on remote computers, or by sirspbBnging the browser configuration
to use an open proxy (Chen & Wang, 2010; Varadaar&010). The most effective
method to counteract circumvention is via packspettion, certificate examination, and
other heuristic techniques (Nicoletti, 2009; Varadijan). Nevertheless, Gossett and
Shorter (2011) claim it is virtually impossible geevent private proxy servers from being
used to circumvent most firewall schemes. The @n8afety and Technology Working

Group (OSTWG) (2010)—a group established pursuatiteg Protecting Children in the
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21% Century Act of 2008—concluded that even thouglveafe manufacturers advertise
circumvention-proof filtering products, tech-sawsers seem to find a way to outsmart
the filter to access prohibited content.

Users can also circumvent filters using other méshacluding alternative
protocols (i.e. FTP, telnet, HTTPS) or searching ttifferent language. Language
translation can be used to confuse the filter byweaing a blocked Web site to a
language that the filter does not support. Evennareers cannot access external proxies,
they can use low-tech circumvention methods sucheaging the cached versions of
blocked Web sites via search engines like Googida(go et al.). Effective filtering
solutions support multiple languages, and inspatet/imany different Internet protocols.
Filtering solutions have the added challenge gf@éating email traffic and making block
or allow decisions based upon the content filtepoticy (Nicoletti, 2009).

Establishing a safe and secure online environmanblecome an ongoing
challenge. Nicoletti (2009) characterized the conhtétering challenge in the following
statement: “Content filtering is a fast-paced leattl new technologies and the relentless
trumping of these systems by subversion and evagqoi743). Yet, IT administrators
must allow access to information and resourcessiygport the school district’s
education mission. In addition to supporting th&ritit's education mission, filtering
policies must also enforce districts' AUPs, whibbwd work in concert with other
approaches such as online safety education, dajiiaénship education, and constant
monitoring of students' online activities (Hidalgbal., 2009; Johnson, 2012; OSTWG,
2010). Filtering policies that are not carefullynfigured to minimize over-blocking can

lead to censorship, but can be effective tools ‘fwtigosen, configured, and monitored
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carefully” (Johnson, 2012, p. 87). However, the Atdist clearly delineate appropriate
online behavior and specify ramifications when ploécy is violated. In summary, the
literature suggests that the enormous challengashieving online safety for minors can
only be accomplished through a multifaceted apgreath filtering technologies being
one facet (Losinski, 2009; OSTWG; Sutton, 2012;adlarajan, 2010).
Filtering and Safety Policy Implementation Issues
Filtering Policy Configuration Issues

Filtering policies are an extension of an orgamimes Internet safety policy, and
govern filtering software configuration. Filters #kan concert with AUPs to manage
users’ online access and to prevent Internet alBiggsas accessing inappropriate
Internet content (Hidalgo et al., 2009; Thomas &dsliard, 2011). The literature review
suggests that the most prevalent filtering poliocgaerns emanate from the way school
districts are implementing filtering policies. Thiering debate continues among
educators, not so much in regards to the consirtality of filtering Internet content, but
regarding how filtering and safety policies arengeimplemented in school districts
(AASL, 2012; Fuchs, 2012; Ott et al., 2010). Egtdbihg filtering policies involves the
consideration of several factors having consideraifluence on end users’ access to
information and resources. These factors include:

e Determining which categories to block—beyond whlRA mandates—and
whether to fine-tune some blocked categories tmadiccess to non-objectionable
content within the category. Most filtering solut®provide granular category
blocking, which allows administrators to block eattontent categories or limit

blocking to specific subcategories (See Figure 1);
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e Determining the level of involvement stakeholddiisgtaff, administrators,
faculty, parents, and students) will have in fihgrpolicy decisions;

¢ Determining who will be granted filter override yaleges and;

e Determining whether the same filtering policy véapply to all users or whether to
customize the filtering policy according to specifiser groups (i.e., setting

different policies for elementary students, secopgtudents, and staff).
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The literature outlines various best practicesekiablishing effective filtering
policies in order to maximize access to informaiima secure environment. Over-
blocking can be minimized if the filtering prodymbvides a granular category list that
can be expanded into subcategories (as shown umneFig, thereby, enabling IT

administrators to set different policy actions éaich subcategory (Nicoletti, 2009; Hua,
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2011). Filtering policies and rules should be depet by a committee, including
representatives from various stakeholder grougsder to lessen filtering issues and
provide greater access to education resources€B2010; Jansen, 2010; Johnson,
2012). Collaborative content filtering decision-rnmakincreases staff buy-in as end users
will have a greater understanding of the reason8lfering policy decisions. Hua
recommends that filtering policies be tailored $pecific user groups such as elementary
students, secondary students, educators, and atiratars. For example, teachers may
need to access certain Web content (i.e., pro-W&eh sites) for instructional purposes,
but the policy could be set to prevent studentsifazcessing this content. Filtering/usage
policies should define what content is blockedddiion to user profiles and their access
privileges. An effective filtering solution provide wide range of categories and makes
it possible to establish sophisticated user protitet meet the research, educational, or
professional needs of all user groups (Hua; Cat.e010). Finally, SLMS,
administrators, or technical support personnelasheampus should be granted override
privileges so users will have timely access toiculum-related information and
resources (Ott et al.; Willard, 2010b).

Recent experiential literature suggests that polakers, administrators, and IT
personnel may be establishing and implementingriiig policies without considering
the aforementioned best practices. The literatls® imnplies that these policy decisions
are having adverse effects on users’ access tomatoon and teachers’ abilities to
deliver instruction. Baule (2010) notes that dedsriare also blocking non-educational
content and content that threaten network bandweftitiency, and security. Many

school districts are interpreting CIPA's requiretseno broadly and have established
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overly restrictive filtering polices that prohilaitcess to any Web site that may be
potentially troublesome (Johnson, 2012; MaycocHl,22®ierce, 2012). Issues, such as
lack of override privileges for designated schoa$dd staff and highly restrictive filter
configurations, are impeding instructional actestiand compromising student safety
(Willard, 2010b). Lastly, Willard states the oveeiprocess in many districts consumes
too much time and is a major frustration for endras

Many factors motivate school districts to implermewerly restrictive filtering
policies. These factors include: fear of negatiubligity or litigation, the notion that
tighter filters keep students safer, adherenceterg and community sentiment,
concerns that looser filter settings will encouragsuse of Internet resources,
and bandwidth preservation (Baule, 2010; Fuchs22Ddsh & Jenkins, 2012).
Additionally, proponents for less restrictive teology policies report that policymakers
are implementing more stringent Internet accessipslbecause of fears about Internet
predators, cyber bullying, students posting inappade content on social networks, and
the proliferation of sexually explicit or violenhline content (Ahn et al., 2011; Bush &
Hall, 2011; Rodgers, 2012).

Misinterpretation of CIPA’s regulations may resualhighly restrictive filtering
policies. The U. S. Department of Education’s (Q0MBTP concludes that in some cases
lack of understanding of CIPA’'s mandates creat@sriérs to the rich learning
experiences that Internet access should afforceststl(p. 54). Willard (2010b) provides
more insight into school districts’ decisions tgoiement tight filtering controls. Willard
states that over-blocking is often the result afunderstanding CIPA’s requirements or

results when administrators rely solely on filtergprevent non-educational use.
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Sometimes, filtering policies are configured acaaogdo the mistaken interpretation that
CIPA requires schools to block all controversiahtemt and prevent students from
communicating with each other online—not strictyolock visual images that are
obscene, contain child pornography, or are hartofatinors (Jansen, 2010; Johnson,
2012). However, blocking access to content othen edult sexual materials is at the
school district’s discretion as NCIPA stipulatesng&times filter overriding is prohibited
because of misunderstanding CIPA’s disabling prowisThe confusion stems from the
term “disabling,” which means turning the filteif @hd is used in the CIPA law to
prevent constitutional challenges; and the termefoding,” which means providing
access to sites blocked erroneously. The disapliogision was the key reason the U.S.
Supreme Court upheld the constitutionality of ClirAJnited States v. American Library
Associatioi.
Additional Safety Policy Issues

CIPA requires school districts to develop and impat Internet safety policies,
in addition to technology protection measures,revent the dangers of the Web from
infiltrating the educational environment. AUPs getly address users’ online rights and
responsibilities, outline ramifications for poligiolations, describe acceptable and
unacceptable uses, and outline a code of ethicaluat for utilizing technology
resources (CoSN, 2011; Hidalgo et al., 2009). Meoently, the Protecting Children in
the 2F' Century Act (2008) added an Internet safety edocatomponent to the AUP,
which was to be implemented no later July 2012. [iibeature suggests there are various
safety policy issues that may be undermining sttedenline safety. These issues

include over reliance on filtering technology anddated AUPs.
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Internet safety authorities maintain relying soletyfiltering technology can
undermine students’ online safety and is countelpebve. Willard (2010a) observes
that schools are placing too much emphasis on GIfflféring requirement as opposed to
its Internet safety policy requirement. Over retiaron filtering technology has resulted
in ineffective Internet safety education in scho@entent filtering can also generate a
false sense security, causing educators to beigitant about monitoring students'
online activities (Johnson, 2012; Nantais & Codkex| 2010; Ott et al., 2010). Willard
(2010b) notes that the false security notion l¢adsfailure to teach students how to
respond to or prevent inadvertent access to ingpjaite content. Adams (2010) argues
that school districts are relying mostly on filtéosprotect children from Internet dangers,
and concludes this approach does not teach stutbebésinformed Internet
searchers who know how to evaluate the accuracyfaimation or how to navigate the
Internet safely and responsibly. Adams adds tltatsionly protect students when they
are using the Internet in schools and libraries witen they access the Internet in
unfiltered locations or on wireless devices suchedlsphones.

Internet use policies should be continuously reeeéwnd updated regularly to
ensure they are relevant and address the latéstdiegical advances (CoSN, 2011,
Hidalgo et al., 2009). Nevertheless, Hidalgo eti recent AUP research that indicated
many institutions' AUPs were outdated, inconsistentl did not address the ever-
increasing range of Web-related applications indgdiltering circumventors (proxies
and anonymizers), Web-based file sharing applinatimstant messaging, and other
Web protocols. Jansen (2010) examined 30 publioddhternet safety policies in April,

2010, and found that only a few had been updatesk$Dctober 2008 and even fewer



56

had updated their policies to include the Intesadéty education component mandated
by the 2008 Protecting Children in the’@entury Act. Outdated AUPs cannot
effectively address today’s online safety challen@de literature suggests AUPs, not
filters, are the cornerstone of an effective onBaéety strategy. Successful AUP
implementation mandates that the policy is comprsive, updated frequently,
developed collaboratively with all stakeholders] &cuses on safety awareness and
education (CoSN; Endicott-Popovsky, 2009).
Internet Safety Policy Issues and 21st Century Teadtng and Learning Standards

Outmoded filtering and Internet use policies—deped for Web 1.0 (static, read
only Web content)—appear to be refueling the fiftgrdebate (Quillen, 2010), which
had mostly been dormant during the years immedgi&dbwing the Supreme Court’s
2003 decision upholding CIPA. The debate is nouakdiether or not to filter, but about
issues surrounding the use of Web 1.0 filterinpmégues to filter dynamic Web 2.0
traffic. Moreover, concerns have arisen regardirgguse of outdated Internet access
policies that do not effectively address Web 2f@étyaconcerns (Bosco & Krueger, 2011,
Lemke et al., 2009). The evolution of Web 2.0, &sown as the “Read/Write Web,”
provides additional evidence, which implies thdtau districts may need to re-examine
current filtering and safety policies in order tejpare students to live and work in the
21st century (Ahn et al., 2011).
The Promise and Perils of Web 2.0

Web 2.0 is a rapidly expanding and popular genMeb applications having a
marked influence on 24century culture. Lemke et al. (2009) define Web&s “an

online application that uses the World Wide Webas a platform and allows for
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participatory involvement, collaboration and intgrans among users” (p. 5). Thousands
of free Web 2.0 applications have recently becowaglable. Some of the most used
applications include:

e Social networking sites such as Facebook™ and @&mtttwhere users create
personal pages and interact;

e Blogs (Web logs), online diaries where the origimatnd readers comment on a
variety of topics;

e Wikis such as Wikipedia, which are topical colleas of information that users
collectively create, add to, and edit;

e Social bookmarking sites such as Del.icio.us™ Rickr™ where users share
Internet bookmarks and create descriptive tagsgaroze resources such as
videos and pictures; and

e Cloud computing applications such as Google Dooshich are online suites of
applications that allow users to import, shareallaboratively edit documents,
spreadsheets, and presentations (Bush & Hall, 20drhke et al.; Simkins &
Schultz, 2010).

Just as with Web 1.0, technology enthusiasts amd/reducators are proclaiming
the enormous promise of Web 2.0 technologies tesfoam 2 century teaching and
learning. Simkins and Schultz (2010) state thentmalk of the read/write Web is its
ability to foster interaction, collaboration, angbgp productivity. Bush and Hall (2011)
purport the participative nature of these applaraiis shifting the focus from
individualized work to collaborative efforts, froisolated learning to collective

knowledge, and changing learners from passive iextip of knowledge to active
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participants in the creation of knowledge. Weblfa8 the potential to address the needs
of different types of learners and to engage laarmaake schoolwork more relevant for
learners; enhance communication, collaboration,caiidal thinking skills; expand
learning beyond the classroom and the school dad/paild a sense of community
(CoSN, 2011). For many of the same reasons, thakdarative tools can also enhance
professional development for educators (Bush & all
There is widespread use of social, participating, eollaborative technologies in

the larger society—for personal, business, entertant, communication, educational,
and political purposes. Despite a ubiquitous preseémthe outside world and substantial
educational potential, Web 2.0 use in schoolsstricted (Ahn et al., 2011). These
applications have fueled renewed Internet safetems and fears of misuse.
Consequently, many school districts are settirigrBIto block access to social
networking sites such as Twitter™ and Facebook™n(éthal.; Lemke et al., 2009) to
protect students from Web 2.0 perils. Some schistdicts are going beyond blocking
social networking sites to block all Web 2.0 siies|uding collaborative tools such as
wikis, blogs, Flickr™, Google Docs™, and Del.icis™ (Bush & Hall, 2011; Johnson,
2012; Losh & Jenkins, 2012). Schools are denyingsiricting access to participative
online tools for several reasons including:

e [Fear that predators may be lurking on social nétimgrsites to target susceptible

youth;
e Concerns that Web 2.0 resources use too much bdtigwi
e Concerns that these tools promote non-educatiatiaitées;

e Concerns that students will post inappropriate @inonline;
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e Lack of awareness of the educational value of Weke&thnologies;
e The notion that social media is inundated with prapriate content;
e Concerns that access to these tools will subjéxids to litigation; and
e Concerns that students will be exposed to or engaggber bullying (Ahn et al.;
Brooks-Young, 2010; Lemke et al.; Losh & Jenkins).
Loertscher (2009) defines three categories of telclyy access policies being
implemented in school districts, each having aedént effect on Web 2.0 and
information access:
e Very restrictive filter settings, no access to daomputing/Web 2.0 tools.
e Strong firewall allowing access to selected Weéssimultimedia resources, and
Web 2.0 tools such as internal wikis, blogs, andrimal communication tools.
e Light filtering (only what CIPA requires) allows @&ss to any online tool that has
educational potential. The focus is on teachingaasible technology use.
It is difficult to ascertain from the literatureetlextent to which the three technology
access categories are being implemented in sclstdtts, or the extent of Web 2.0
access issues, because few studies have invedtggteol districts’ filter configuration
tendencies.
Twenty-First Century Learning Standards
Web 2.0 filtering issues have implications for teiag and attainment of 21
century learning standards. Assessments of exiBliagng technologies indicate these
technologies are not adept at distinguishing educagpecific Web 2.0 content from
non-educational Web 2.0 content (Fuchs, 2012; OST®0G0; Quillen, 2010).

Therefore, filtering tools typically make a “bloe Web 2.0 content” decision, or “allow
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all such content” decision instead of allowing gwed content and blocking the
objectionable content. When the “block all Web @@tent” decision is made, access to
information and resources necessary for attainifitc2ntury learning standards is
limited (Jansen, 2010). Full integration of Web @gplications into instruction provides
a wealth of real-world learning opportunities tpegpare students to live and work in an
Internet-powered world (Manzo, 2009).

A major goal of the most recent International Stycfer Technology in
Education (ISTE) and American Association of ScHabtarians (AASL) national
standards is to prepare students to thrive in laaland digital world (AASL, 2007;
ISTE, 2007). These standards enable students toradhe Partnership for the 21
Century’s (2011) five learning and thinking proéocies: critical thinking and problem-
solving skills, communication skills, collaboratiskills, contextual learning skills, and
information and media literacy skills. Access te tead/write Web fosters achievement
of all these proficiencies, but the participativel @ollaborative nature of most Web 2.0
resources is particularly critical for attaining"@¥ntury communication and
collaboration skills (Jansen, 2010; Ott et al.,@0Table 3 includes the AASL and ISTE
standards that specifically address communicatmhcallaboration skills. Technology
integration specialists and educators assert tihatriet access policies restricting access
to Web 2.0 resources are counterproductive torett@nt of these skills (Adams, 2010;

Shearer, 2010).
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Table 3. ISTE and AASL Collaboration and Communicaion-specific Learning
Standards

International Society for Technology in Education $andards for Students

Standard

Standard

Communication and Collaboration
Students use digital media and environments to camicate and work
collaboratively, including at a distance, to suppodividual learning and
contribute to the learning of others. Students:
Performance Indicator a.
Interact, collaborate, and publish with peers, esper others employing a
variety of digital environments and media.
Performance Indicator c.
Develop cultural understanding and global awarebgsngaging with
learners of other cultures.
Digital Citizenship
Students understand human, cultural, and socsdaés related to
technology and practice legal and ethical beha@ardents:
Performance Indicator a.
Advocate and practice safe, legal, and responad®eof information and
technology.
Performance Indicator b.
Exhibit a positive attitude toward using technoldlygt supports
collaboration, learning, and productivity.

American Association of School Librarians Standardgor the 21%' Century Learner

Standard

Standard

Share knowledge and participate ethically and prodely as members of
our democratic society.
Skill 3.1.2

Participate and collaborate as members of a saca@intellectual network
of learners.

Responsibility 3.3.5
Contribute to the exchange of ideas within and hédybe learning
community.

Pursue personal and aesthetic growth
Skill 4.1.7
Use social networks and information tools to gatret share information.
Responsibility 4.3.1
Participate in the social exchange of ideas, blgtt®nically and in person.
Responsibility 4.3.4
Practice safe and ethical behaviors in personatrel@c communication and
interaction.
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The Implications of Filtering and Safety Policy Imgementation

CIPA has been fully implemented in K-12 schoolsrfare than a decade, yet
few studies have examined how CIPA compliant filtgrand safety policies are
influencing teaching and learning in institutiongolementing these policies. The
research literature in this domain is not defimtand is largely anecdotal according to
Rodgers (2012). Nevertheless, anecdotal studiesdqaréoundational data, which
suggests restrictive technology use policies anegesing technology integration and
limiting access to online resources that enharemieg (Finsness, 2008; Fuchs, 2012;
Holzhauer, 2009). More definitive and comprehenstuglies are required to advance
understanding of how technology policies influeeod users, and to inform policy
development and decision-making. The current samtieavored to address these gaps in
the literature. Previous filtering and safety pyplielated research is described and
analyzed in this section to provide the contexhefcurrent study. Moreover, pertinent
older research (2008-2009) is included to illugttadw the need for this study has
evolved.
The Effectiveness of Internet Filters

From the inception of the filtering debate, reskars began to evaluate the
effectiveness of Internet filters. Sutton (2012kes$ there has been an abundance of
literature on the effectiveness of filters, incluglistudies and opinion pieces, because of
the legal debates emanating from legislative attengorestrict minors’ access to
offensive online content. The results of early ssdvere often used to support the
implementation of filters or as evidence that fdtavere not the best approach to protect

minors from online indecency. These evaluationginae to be useful in the filter
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selection process as an initial screening of ven@didalgo et al., 2009). Filter
effectiveness studies have led to improvementstarihg technology, but both public
and private studies concur filters continue to wrldeck and over-block (Sutton).

Hidalgo et al. (2009) describe two approaches &duating the effectiveness of
Web filtering tools—industrial evaluations and sdigc evaluations. Industrial
evaluations typically test several products to metee their strengths and weakness and
are performed by a magazine or a third-party lalboyaThe authors note several
weaknesses of industrial tests including their ectibyity and lack of rigor. For example,
performance evaluation is reported in unknown ciooris (test set size and composition),
testing conditions may favor a specific vendor f@@nance measures are not supported
with statistical tests, and testing proceduresatdransparent. Moreover, testing
conditions do not mirror real-world scenarios.

Scientific filter evaluations, which are often ref@al in scientific journals,
typically are set up in the context of well-defirexperiments and are supported by
rigorous procedures and metrics. The experimeets@nducted under laboratory
conditions, are reproducible, and the results @odmpared to similar tests. Following
CIPA’s enactment in 2001, research studies begag nsore statistical approaches to
determine filtering effectiveness, whereas filtdeetiveness tests prior to 2001 tended to
be less scientific and more anecdotal (Finsne€38)20

Scientific filter testing is mostly limited to féting accuracy (effectiveness)—the
degree of over-blocking and under-blocking. Effindg (processing speed), which is
critical to real-world conditions, is rarely evaled. The most salient deficiency of

scientific evaluation is the absence of standatd dets, procedures, and metrics
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(Hidalgo et al., 2009). Statistical measures can bBe manipulated simply by changing
the number of acceptable sites in a test setalsis difficult to identify a truly random
sample of Internet sites; such sites represenabdfeb pages that users are likely to
access. When statistical filter effectiveness ssideport percentage summaries of
correctly or incorrectly blocked content, it iserftbased upon subjective judgments
about whether particular Web pages are appropyiatetked.

Despite the methodological issues with scientifteif tests, they persistently
conclude filters both over-block and under-blocktemt at consistent and equivalent
rates, regardless of the filter or the filter’stsgjs (Houghton-Jan, 2010). Houghton-Jan
reports that for filter accuracy studies from 2@WD8, all tests combined yielded an
average accuracy rating of 78%. When isolating¢selts from the 2007-2008 tests, the
average accuracy rating increased to 83%, whichesig filtering technology may be
improving. However, Houghton-Jan notes filters wark wrong 17% of the time and
54% of the time on image content.

Since 2008, scientific filter tests have substdigt@iminished (Houghton-Jan,
2010). An exhaustive literature review uncoverely omo filter evaluation studies
published after 2008, the results of which are Isinto Houghton-Jan’s conclusions and
suggest filter effectiveness has not improved sg@f@8. Chou et al. (2010) empirically
evaluated the performance of three top-rankeddilt€yberSitter™, Net Nanny™, and
CyberPatrol™, to assess their performance agaipsi@osed text mining filtering
approach. The average overall accuracy ratingi®three commercial filtering products
was 68%, while an experimental content-based téxingnapproach achieved a 99%

accuracy rating. It is interesting to note theefilhg product (CyberPatrol™) employing a
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combination of list-based and advanced contentebfisering techniques had an
accuracy rate of just 47%, while the two list-bapeatucts (CyberSitter™ and
NetNanny™) performed much better with accuracgsatf 78% and 66% respectively.
The researchers concluded commercial filters wargqolarly inadequate compared to
approaches employing classification algorithms. Eesv, employing classification
algorithms, such as text mining, is impracticalfowst school districts, as they require
much more skill and resources than commerciakiiiiteproducts.

Jeon et al. (2011) conducted a more recent filjesoftware evaluation of five
commercial products, which yielded conclusions kEinto Chou et al’'s (2010). Jeon et
al.’s empirical evaluation yielded an average ffiitg accuracy of 70% when filtering
harmful Web sites. The researchers also conclutdhese products performed much
worse (below 50%) when blocking video, image, axetatable files such as those often
found on social media and gaming Web sites.

The aforementioned studies indicate filtering tedbgy continues to employ
mostly list-based filtering techniques (i.e. URlatklists, keyword blacklists) which
result in considerable over-blocking and under-kilog. Jeon et al (2011) suggest that
until machine learning techniques are employetgriilg products will continue under-
performing, and increasingly so in the era of uli@s social media and mobile
technologies. However, advanced filtering techn@eghat employ machine-learning
algorithms are impractical for most schools becais®mst and efficiency (speed) issues
(Gossett & Shorter, 2011). Consequently, most daflistricts have implemented less
accurate, but more efficient and economical lisdabfiltering products (AASL, 2012).

Considering the inadequacies of technology prataatieasures, what remains largely
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unknown is the effect these tools are having onusads in the K-12 environment. In
addition, most filtering tools can be configuredimit over-blocking and under-
blocking, but are school districts configuring thearmaximize information access?
The Influence of Filtering and Safety Policies ardBJsers

Finsness (2008) reports that the widespread impi&atien of filtering
technology has shifted the research focus frorarféffectiveness to CIPA’s actual effect
on teaching and learning. Although, research inéoinfluence of CIPA-inspired filtering
and safety policies is beginning to emerge, Jaageryan (2009) conclude “relatively
small bodies of research have been generated @ats effects in public libraries and
public schools” (p. 6) and end users of thesetingins. Nevertheless, a few notable
studies have investigated issues surrounding letdriocking technology
implementation in public schools and libraries &oav these issues affect users.

Holzhauer (2009) investigated the effects of fitgron classroom instruction in
one small, rural school district. Teachers, adnaisrs, and technology personnel of
two elementary schools, one high school, and aeenaltive school participated in the
study. Using quantitative methodology, the researrshirveyed technology personnel to
determine the degree of filtering restrictivenestha local level and surveyed
administrators and teachers to determine if filtgrffected classroom Internet usage.
The study concluded that the district’s filteringlipies limited access to Web-based
resources required for instruction and contributetbacher reluctance to integrate
computers into instruction. Another significantding of the study was the apparent lack
of communication and stakeholder involvement indbeelopment and implementation

of the district’s filtering policy. These factorerdributed to teacher frustration and
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reluctance to integrate technology fully into instron, but administrators and

technology personnel were mostly satisfied withedffectiveness of the filtering policy.
This study was also limited in scope as it involeadly one school district. A number of
filtering policy issues was identified, but whatr@ins unknown is the pervasiveness of
these issues in other school districts. The rebeamointed out that the data and research
results were relevant specifically for the schastrett involved in the study, and was not
applicable to the larger population. Holzhauer neg®nded that similar studies be
conducted in other school districts for comparapiueposes.

Finsness (2008) examined whether content filtezsgmted high school students
from accessing information required for Minnesotatsademic Standards. Finsness also
explored how teachers and technology administragasted when students were denied
access to information required to meet learningdateds. This dissertation study was
largely qualitative, including in-depth interviewsth six district technology
administrators and nine high school health anda$stiidies teachers from 9 of
Minnesota’s 339 independent school districts. Tthdysconcluded that the level of
filtering (from less restrictive to more restrigtivaffected students’ ability to access
information needed to meet Minnesota’s health aths studies standards. The study
also concluded that additional research was redjtiarénform CIPA-compliant policy
and practice. As with Holzhauer’'s (2009) reseakthsness’ study was limited in scope,
involving representatives from only nine schoolmii$s. In addressing the study’s
limitations the researcher states, “The data weeedotal data collected from a small

population” (p.154). Finsness also noted that éseilts of the study could provide
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baseline data for subsequent investigations irgartiplications of public school Internet
filtering.

Fuchs (2012) conducted a critical ethnographicstigation of how filtering the
Internet was affecting public education in Northr@ima. Through the collective voices
of 50 participating IT directors, administratoradaeachers, Fuchs concluded that
misapplied local policies and insufficient stafivd@®pment for using filtered Internet
instruction contributed to restricted access tonenéducational content. The results of
this qualitative investigation were similar to t®rementioned studies and add
supporting evidence that filtering and safety pelcare adversely influencing teaching
and learningHowever, generalizability of the results is limiteecause of inherent
weaknesses of qualitative methodology.

A few studies have focused on SLMS'’s views of Hitt@ring and safety polices
are affecting teaching and learning. Harris' (200®bearch analyzed SLMS' postings
to LM_NET, AASL's (American Association of Schodbtarians) online discussion
group, to determine SLMS' perceptions of onlin@infation literacy instructional
challenges. The study revealed that Internet ubeig®and procedures presented a
major challenge to teaching students how to searethact, and assess the meaning and
value of information found online. SLMS' LM_NET pivgys reflect frustrations
regarding filtering policy implementation and prdoees that limited access to online
content. They described cumbersome unblocking pres, blocking entire categories
of tools (i.e., wikis and blogs), and certain donsaof Web sites (Geocities and
Wikipedia). Postings also revealed that in mangsdstering configurations were not

fine-tuned so that distinctions were made betwekcaion-related Web 2.0 applications
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and non-education-related applications. Problentsnitied access were exacerbated by
SLMS not being granted filter override privilegesarovide timely access to erroneously
blocked content and poorly maintained filtering @edurity systems. The major
limitation of this study was that it reflected orthe views of SLMS who posted
messages, not the feelings of lurkers or non-mesntfeihe discussion group. Therefore,
the findings cannot be generalized to the larg@ufation of SLMS. In addition, Harris
noted that the coding process used to analyzeataevehs subjective, which further
limited the applicability of the results to othettings.

More recently, AASL (2012) collected data on fily in schools as part of its
annualSchool Libraries Counibngitudinal survey. This survey, which involve@49
SLMS, was the most comprehensive filtering/safetlycy research to date, relative to
the number of participants and the range of fittgisafety policy issues addressed. The
study addressed the types of filters, online sadpfyroaches, educational content most
often blocked, timeliness of unblocking procedutierentiated filtering for various
user groups, and the impact of filtering on leagnidajor conclusions of this study
according to Devaney (2013) were that Web filteiingedes learning and prevents
students from taking advantage of learning’s sqmoaéntial. More than half (52%) of
respondents indicated internet filters impededestudesearch, particularly keyword
searches. Even though most respondents repottiexihniyj decreased distractions and the
need for direct supervision, AASL concluded, “filtey continues to be an important
issue for most schools” (Title page, para. 2) beeanany schools are filtering beyond
CIPA requirements, thereby impeding learning. Htigly was comprehensive in many

respects; however, it was limited in that only dutative data were collected and did not
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investigate filtering policy decision making fromet perspective of technology
administrators.

The aforementioned studies mostly focused on fleeteof CIPA'’s filtering
strategy on information access and end users, A Employs two strategies to protect
minors while online. Few studies have focused eretfiect of CIPA’s safety awareness
strategy. Yan's (2010) quasi-experimental reseasafipared high school students’
Internet access in a filtered environment to undahgate students’ access in an
unfiltered environment to investigate differencedasic knowledge and perceived
cognizance of Internet safety protection stratedibg study also investigated CIPA’s
influence on students' Internet use at home anolodckan states Internet safety
awareness and sufficient Internet safety educdtexgeriences are fundamental for
protecting students from harmful online content andounters. However, the
study found that CIPA's Internet safety stratedidsnot have a beneficial impact on
students' basic knowledge of Internet safety. Chiaé reduced students' Internet use at
school, but not outside; thereby reducing exposupmtentially harmful Internet content
at school. Nevertheless, CIPA does not positivellpence students' online
behaviors outside of school. The results sugghatsGIPA's filtering and
safety strategies, which are only enforced in stshaod libraries, are not effective as
these venues are not the only places studentsecargmsed to harmful online materials.
Yan'’s study was also limited in scope in that #alved students from only one high
school and focused only on CIPA’s Internet safetar@ness approach.

A national survey of over 1600 educators also ssigghat schools may not be

fully implementing CIPA’s safety awareness stratagypart of their Internet safety
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policies (National Cyber Security Alliance (NCSA)ducational Technology Policy
Research and Outreach, Microsoft Corporation, &3Zolmternational, 2010). The
NCSA et al. study revealed no concerted efforttexasnong educators or administrators
to teach safe and secure digital navigation anggseestudents to be responsible digital
citizens and employees. Instead, the survey shonard than 90 percent of schools
relying mostly on filtering and blocking social-me&trking Web sites to protect students
from potentially harmful online materials (Pier@810). This study used valid sampling
techniques to choose a broad spectrum of partitspant the survey focused mostly on
one aspect of CIPA—cyber safety awareness and gdnicA comprehensive
investigation of other issues surrounding schosliiritits’ filtering and safety policy
development and implementation was not conducted.
Social Media (Web 2.0) Access Policies

Research is beginning to emerge that providesdaination of how Internet
access policies may be influencing access to W&beBources in schools. To establish a
baseline for Web 2.0 policies, practices and petsges in American K-12 schools,
Lemke et al. (2009) conducted a national studylwimg superintendents, curriculum
directors, and technology directors. The study regglothat Web 2.0 use is mostly guided
by pre-Web 2.0 policies that include AUP’s, Weltefiing, and informal practices.
Policies that specifically address Web 2.0 usdiamiéed, typically are restrictive, and are
more reactive than proactive. The majority of thevey respondents agreed that Web 2.0
resources can positively influence teaching anchleg, but acknowledged concerns

about balancing Web 2.0’s educational potentiahséfety issues.
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TICAL (Technology Information Center for Administinze Leadership)
conducted an informal survey of educators inclgginincipals, district administrators,
technology directors, curriculum specialists, SLMB¢ classroom teachers to get their
perspective on the promise of Web 2.0 tools, obetao their use in teaching and
learning, and overcoming these barriers. Almost ®@d%ieved Web 2.0 resources had the
potential to enhance instruction and increase stuglegagement. However, nearly half
of these respondents said district filtering anérmet safety policies were a major barrier
to realizing the educational potential of this tealogy (Simkins & Schultz, 2010).

More recent studies continue to show there isrk slifference in the use of
technology in and out of school, particularly sbamedia technologies. Ahn et al. (2011)
analyzed 217 district AUPs to determine how theynied social media access in schools.
A major finding was that the majority of AUPs mad®mention of social media
technologies and 14% of districts banned socialianedtirely. The researchers
concluded that while some AUPs implied social medads might be useful educational
resources, just a few clearly stated that socialiankead potential educational value. A
major recommendation of the study was that addiistudies of this nature would
forward understanding of how technology policieffunce educator practices.
Contribution to the Literature

This study addressed the limitations of the aforgiaed studies. These studies
were limited because they were either anecdotdicdonot use a combination of data
collection methods to comprehensively investightefiltering and safety policy issues
identified in the literature. This research entistelarge number of participants from

thirty-six school districts and used multiple datdlection methods. Investigating the
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research problem on a broader scale enabled acoorgrehensive investigation of the
major safety policy issues and how they influemfermation access and 2tentury
instruction.

This research also addressed existing gaps inténature about districts’ filtering
and safety policy predilections. What remaineddalbtermined was the actual level of
filtering restrictiveness schools districts werglementing, what specific categories
were being blocked, what circumstances promptrifiigecategory blocking decisions,
and how these decisions affect access to informatia resources required for'21
century teaching and learning. This study sougladidress these unanswered questions,
which are essential for district policymakers ataksholders seeking to revise Internet
use policies or evaluate the effectiveness of ixjgiolicies.

Filtering and safety policy related literatureasgely opinion-based or
prescriptive (Sutton, 2012) and lacks a solid nedebase (Rodgers, 2012), which is an
essential element of informed policy making. Reslaanrs have acknowledged the
difficulty of designing research studies that deti@e the effect filters have on
information access. This investigation was cumuéatn that it added to existing research
about the influence of Internet filtering on stutllErarning. It also provides descriptive
data about the types of information and resourttess block, and reveals the outcome
of filtering policy decisions on attainment of sfiiec21% century learning standards.
Chapter Summary

This literature review established a conceptuahiwork for the study of
filtering and safety policies, surveyed issuesaumding filtering and safety policy

implementation in public K-12 schools, and the me&ann which these issues converge to



influence 2% century teaching and learning. An analysis ofuaé research was

conducted to establish the basis and need forgkearch.
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Chapter 3

Methodology

Introduction

This chapter restates the research problem aredatsts the purpose of this study.
It provides an overview of the research designtaedationale for employing the
research methodology. This section also descrhmeddta collection instruments, defines
the data collection procedures, outlines the measused to ensure that the research
design and instruments yield valid and reliablegdahd describes the participants and
sample selection procedures. Finally, the datayarsadnd presentation methods are
briefly explained along with a description of tlesources used for this investigation.
Restatement of the Problem

School districts have implemented filtering andesapolicies in response to
legislative and social mandates to protect studenis the proliferation of objectionable
Internet content. The literature suggests theseipslare more restrictive than legal
mandates require and are adversely affecting irdbon access and instruction. There is
no clear understanding of the manner in whichrfilige and safety policies are affecting
teaching and learning because no comprehensivestiave investigated the issues and
trends surrounding filtering and safety policy iemlentation or the implications of these

issues for end users. Policymakers need this typesearch-based data as they evaluate
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and revise Internet use policies in order to enbanstruction and provide greater access
to the most recent online learning technologies.
Purpose of the Study
The goal of this research was to examine Inteitietihg and safety policy
implementation in South Carolina’s K-12 public solsoto determine current trends and
issues and the way these policies influence inftiomaccess and instruction. The study
investigated the following research questions:
e How are filtering and safety policies being impleartezl in public schools?
e What issues do SLMS encounter as they facilitdtimation access on filtered
computers?
e How are school districts addressing Web 2.0 saéstyes
e In what ways do filtering policies impede accessformation and resources
necessary to achieve 21st century technology dodhiiation literacy standards?
Research Method
To accomplish the research goal, the researcHeedtia mixed methods research
design including both quantitative and qualitatymoroaches. lvankova et al., (2006)
suggest neither quantitative nor qualitative appinea by themselves are adequate to
“capture the trends and details of a situation’3(p.Therefore, a mixed methods strategy
was implemented; quantitative data from mostly @bended surveys was collected and
analyzed. Data analysis from the quantitative plhafeemed the second phase of the
study, which entailed the collection and analy$iqualitative data. Creswell and Plano
Clark (2007) state when researchers utilize ths@gch, they typically use qualitative

data to develop a better understanding of the dtaected during the quantitative phase
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of the study. Moreover, Teddlie and Tashakkori @0fbntend a multi-method research
design is superior to single methods because lilesaata triangulation, the use of a
variety of data sources in a study. The studyagtiidata collected from multiple surveys,
interviews, and analyses of artifacts (AUPs). Tgiaation also enabled this investigation
to overcome weaknesses or inherent biases of simgfleod studies and provides a
deeper understanding of the research problem. @e@009) suggests that combining
gualitative and quantitative approaches provideoeemaccurate portrayal by revealing
trends and generalizations and provide an expamadéerstanding of the research
problem.

This investigation was primarily descriptive in mag. Gay, Mills, and Airasian
(2011) state quantitative descriptive or survegaesh is undertaken to answer questions
regarding the current status of the research wmpic gather information about
preferences, practices, or concerns of a targetpgmyccordingly, the initial quantitative
phase of this study provides an overview of theriihg and safety policy implementation
trends and issues in South Carolina’s public schaa@ddlie and Tashakkori (2009)
explain that “quantitative questionnaires can kedus generate large numbers of
responses that produce information across a bayagerof survey topics” (p. 240).
However, it was not possible to address the rekegrestions sufficiently via
guantitative data only. It was therefore imperativénclude a qualitative phase to answer
the research questions more conclusively.

Instrument Development and Alignment to Research Qestions
Prior to developing the online surveys for thigdstuthe researcher was cognizant

that online surveys are not as advantageous asbefieged and typically have a lower
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response rate than paper-based surveys (Lefeve& Déattiasdottir, 2007). On the
other hand, they provide the timeliest and most efficient data collection method.
Web-based surveys are also practical for well-@éefipopulation groups whose e-mail
addresses can be obtained easily (Rea & Parkes) 2B8cause the intended population
was homogeneous with respect to a key variablédegsmn, lower response rate was less
of an issue for this study. Lefever et al. alstestanline surveys provide an effective way
to access large and geographically distributed ladjpns and are particularly useful for
collecting preliminary data. This study utilizedsey data to obtain an overview of the
issues and trends relative to filtered Interneeas@and follow-up interviews were
utilized to gain a deeper understanding of thesgeis. Consequently, the inherent
disadvantages of Web-based surveys were mitigated.

Two surveys, an IT administrators’ survey and a S_Burvey (see Appendix B
and Appendix C), were designed to achieve the resegmal and answer the research
guestions. The surveys were grounded in the rdsdigeature and gathered descriptive
data that enabled a deeper understanding of Sarthliga public schools’ filtering and
safety policy issues. Survey items focused ondhHewviing filtering and safety policy
issues as identified in the literature: contenégaty blocking decisions and the rationale
for those decisions (Jansen, 2010; Johnson, 20&8z&) 2009; Willard, 2010b), the
implications of over-blocking and under-blockingii3en; Maycock, 2011; Willard,
2010Db), the efficiency of unblocking procedures @A 2012; Harris, 2009b; Quillen,
2010; Willard, 2010b), the effect of filtering paikes on Web 2.0 access (Adams, 2010;
Losh & Jenkins, 2012; Manzo, 2009; Quillen, 20Hkeholder involvement in

filtering/safety policy decisions (Baule, 2010; debn), distinct filtering policies for
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different user groups (AASL, 2012; Hua, 2011), #émelrole of Internet safety education

programs in overall student online safety (Adan@d,@® Willard, 2010a). It is important

to show how the research variables relate to tbeareh questions and specific survey

items (Creswell, 2009). Table 4 provides a visealresentation of the relationship

between the filtering and safety policy issuesi@ldes) identified in the literature, the

research questions, and response items on theallgetion instruments.

Table 4.Filtering/safety policy issues, research questiang, survey items

Filtering/Safety Policy

Issue (Variables)

Research Question

Survey ltem

Content blocking
considerations

Stakeholder
involvement in policy
decisions

Differentiated access
levels for specific
groups

Over-blocking and
under-blocking

Research Question 1:
How are filtering and
safety policies being
implemented in public
schools?

Research Question 1:
How are filtering and
safety policies being
implemented in public
schools?

Research Question 1:
How are filtering and
safety policies being
implemented in public
schools?

Research Question 2:
What issues do SLMS
encounter as they
facilitate information
access on filtered
computers?

Unblocking procedures Research Question 2:

IT Survey questions 4, 6,7a, 7b:
blocked content categories,
rationale for blocking decisions,
use of default filter settings, sub-
category blocking

IT survey question 5: who makes
blocking decisions

SLMS survey questions 2,7a:
who makes blocking decisions,
stakeholder input

IT survey question 7e:
differentiated access
SLMS survey question 7d:
differentiated access

IT survey question 9, 10: over-
blocking and under-blocking
frequency, blocking effectiveness
SLMS survey questions 3, 5, 6,
8a,8b, 8c: blocked educational
content, over-blocking and under-
blocking frequency, blocking
effectiveness, over-blocking
effect on instructional staff,
over-blocking effect on students,
under-blocking effect on students

SLMS survey questions 4,7b,7c,
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Table 4 (continued

Filtering/Safety Policy Research Question Survey Item
Issue (Variables)

What issues do SLMS  8d: timeliness of unblocking

encounter as they process, filter override privileges,
facilitate information blocked page notification,
access on filtered unblocking efficiency
computers? IT survey question 7c,7d, 7f,:

capability of overriding filter,
blocked page notification, filter
override privileges

Internet safety educatio Research Question 3: IT survey question 8: programs
How are school districts addressing cyber bullying and
addressing Web 2.0 safe social networking safety
issues? education

SLMS survey question 7e, 8f:
programs addressing cyber
bullying and social networking
safety issues, effectiveness of
safety policies/practices

Web 2.0 accessibility  Research Question 4: SLMS survey questions 4, 8e:
In what ways do filtering over-blocking of Web 2.0
policies impede access t« resources, access to collaboration
information and resource and communication tools
necessary to achieve21
century technology and
information literacy
standards?

The IT administrators’ survey was developed to gattescriptive data from IT
administrators and mostly addressed the first reBeguestion. The first research
guestion sought to determine how filtering and tygbelicies were being implemented in
South Carolina’s public schools. The IT survey dstesl primarily of closed-ended
response items that could be easily analyzed, l@ssetime-consuming for the
participant, and encouraged a higher responséWitkams & Protheroe, 2008). A
comment section was included for most questiorthaorespondents could explain

responses or provide additional information. Theuifvey sought to collect data about
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the types of content filters used in school dissficontent categories that were blocked,
the rationale for blocking these categories, whelhecked categories are fine-tuned to

minimize over-blocking, Web filtering rules and heley were established, procedures
for unblocking legitimate content, and whether #getlter settings were established for
different user groups.

An SLMS survey consisting primarily of closed-eddesponse items was
developed to collect data about filtering/safetliqyoprocedures/practices, and the
challenges end users encountered as a resultarirfd/safety policy implementation.
The SLMS survey instrument focused mostly on tloesé research question regarding
the issues SLMS experience as they facilitate métion access on filtered computers.
Most questions included a comment section so #standents could explain responses
or provide additional information. The survey resge items were based upon the
research literature and were designed to provigetter understanding of how content
filtering policies affect end users. Survey iterasused on the effectiveness of content
filters, filtering/safety policy procedures and giiaes, instances when over-blocking and
under-blocking occurred, the nature of the infoiorathat was blocked, and the extent to
which filtering policies impeded access to consivially protected information.

The third research question sought to determine $thwol districts were
addressing Web 2.0 safety issues. To answer tlestign, the researcher examined
safety policies from 99% of the traditional schddtricts (excludes charter schools and
career centers). These policies, also known aspiabke Use Policies, were examined
using an instrument designed to assess whethehtteheen updated to reflect the

FCC’s most recent mandate and referenced Web &ty sssues. This mandate requires
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all E-rate discount recipients to amend their Attd°provide for educating minors about
appropriate online behavior, including interactmi¢h other individuals on social
networking Web sites and in chat rooms, and cyb#yibg awareness and response
(Federal Communications Commission, 2011). This Adi#endment was to be
implemented by July 1, 2012. Additionally, the SLM8rvey instrument and IT
administrators’ survey instrument included sockitworking and safety education
related response items and the SLMS’ interviewquitincluded response items that
investigated whether social networking safety issuere addressed via Internet safety
education programs. This data was analyzed tordaternow school districts were using
Internet safety instruction to educate studentsitWéeb 2.0 safety concerns.

The fourth research question sought to determimefhi@ring policies impede
access to information and resources required teaeltommunication and collaboration
related national technology and information litgratandards. The researcher identified
specific technology and information literacy stamt$athat require online communication
and collaboration to address this question (seéeT3bOnline communication and
collaboration necessitates access to Web 2.0 deciahologies such as blogs, wikis,
podcasting, forums, and multimedia sharing foralmdrative school projects. However,
proponents of less restrictive filtering policeggest that many school districts are
configuring filters to block access to these ontio@s (Shearer, 2010; Losh & Jenkins,
2012). To determine how filtering policies are affeg the use of Web 2.0 collaborative
tools, the researcher reviewed school districtstkéd content categories to determine if
Web 2.0 resources such as wikis, blogs, and soetatorks were blocked. The SLMS’

survey and interview responses were analyzed grméte if users were unable to access
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online communication and collaboration resourcé$4S were surveyed regarding
unblocking procedures and whether they provideeéliiraccess at the point of need
when Web 2.0 resources were blocked.

Qualitative data was collected during the secorabplof the study. Qualitative
research is undertaken to deepen understandings tigoway things are, why they are
that way, and how participants view them (Gay gt24l11). Gay et al. also state
interviews are advantageous for qualitative datkecion because they enable the
researcher to probe and explain phenomenon, aiblédo use, and can be recorded for
subsequent analysis. Teddlie and Tashakkori (280@that when interviews and
guestionnaires (surveys) are used together indy stiiey generate complex mixed data.
Quantitative survey data added breadth to the sandyqualitative data allows depth of
understanding.

The interview protocol mirrored the survey in titetddressed each research
guestion and the issues identified in the litee{see Appendix E). The interview
protocol consisted of five question sets that askkd the following themes and
respective research questions (RQ): stakeholdehiament in policy decisions (RQ1),
unblocking/blocking procedures and practices (RRQ2), influence of over-blocking
and under-blocking on teaching/learning (RQ2),imté safety education programs
(RQ3), and Web 2.0 safety and access issues (RQ®).SLMS were asked to share
their perceptions of stakeholder involvement iretnet policy decisions,
unblocking/blocking procedures and practices, tifl@ence of over-blocking and under-
blocking on teaching/learning, the effectivenesttdrnet safety education programs,

and Web 2.0 safety and access issues. Qualitaiaecdllected via the interview
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protocol added depth to the study by providingglesonal experiences and impressions
of participants concerning filtering and safetyippimplementation.

Validity and Reliability

Validity

There were various threats to the validity of thelg and the researcher took
steps to minimize these threats. Validity referthmextent to which an instrument
measures what it is supposed to measure (Gay22Hl). A valid instrument has
content validity. That is, it fairly and comprehasey covers the domain or issues that it
purports to cover (Cohen, Manion, and Morrison,0When designing the survey
instruments, the researcher ensured that the respims aligned with the research
guestions. The researcher also ensured that tisti@ueaires were grounded in the
literature. That is, the questionnaires addredsedassues of concern enumerated in the
filtering and safety policy literature. Table 4 peats a visual display of significant
filtering and safety issues identified in the lgtire, identifies survey items that address
these issues, and aligns survey items to the @segaestions.

To increase validity, a panel of experts with estea subject related background
reviewed the data collection instruments. The parodlided two college professors, a
university library dean, and two IT administratgee Appendix A), all of whom have
published articles or research relating to theardetopic. Each panelist independently
rated each data collection item for relevance ¢oréisearch questions, using a four-point
Likert scale: not relevant, slightly relevant, guielevant, and very relevant. The
numerical values ranged from 4 for very relevari for not relevant. The mean score

for each item ranged from a high of 4.0 to a lovB&f (see Appendix A). Since the
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average rating for each item was above 3.0, nowwesideleted from the instruments.
The expert evaluation instrument also includedaxsgor reviewers to suggest changes
for each item. Appendix A outlines how each datéection item was changed in
response to expert reviewers’ recommendations.

Creswell (2009) states pilot testing is importanéstablish an instrument’s
content validity and to improve questions, fornzatg the scales. Similarly, Cohen et al
(2011) conclude that pilot testing increases atrungent’s reliability, validity, and
practicability. Cohen et al suggest that pilotitegsshould:

e Assess whether survey items and instructions agecl
e Provide feedback on the validity of the responsm# (Do they measure what
they are supposed to?);
e |dentify redundant items;
e Provide feedback on response item format;
e Assess whether the survey’s length is appropréaatd;
e Provide feedback on the layout, sectionalizing, bermg, and itemization of the
instruments.
Accordingly, the data collection instruments weitetgested with a subset of the
population of SLMS and IT administrators. Fourt&iMS and IT administrators were
invited to pilot test the surveys and eight paptited in the pilot test. Pilot test
participants were asked to indicate problems enteved while taking the surveys and
submit suggestions for survey improvement on thal §urvey screen. Participants did
not recommend any changes or encounter problenvsgciine pilot test. Therefore, the

survey was launched with the changes the exped pacommended. Survey pretesting
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ensured that the data collection instruments ctergly collected the data required to
answer the research questions.

Nonresponse was also an important threat to exteatdity or generalizability
of research, particularly if non-respondents rasaite systematically different from the
respondents’ results (Teddlie & Tashakkori, 200%) minimize the threat to external
validity and to maximize the survey response n&gsearchers must employ an extensive
follow-up method that consists of reminders an@megg surveys to non-respondents.
Ye (2007) and Cohen et al. (2011) suggest a vavietyrategies to increase response
rates. These strategies include electronic pre@stifollow-up reminders with the survey
links, follow-up telephone calls, stressing the artpance and benefits to the target group,
employing a simple and technically uncomplicatevey design, and ensuring that
respondents’ privacy was protected. The researdiized these strategies to maximize
the survey response rate and increase the extaiidity of the research conclusions.

Triangulation entails the use of two or more methofidata collection and “is a
powerful way of demonstrating concurrent validi{€¢ohen et al, 2011, p.112). When
different methods of data collection yield simitasults, concurrent validity is
established. Collecting and analyzing both quamntgsaand qualitative data enabled the
researcher to explain more completely the richaesiscomplexity of the issues of focus.
To enhance data triangulation, the IT and SLMSeysvncluded identical items on
stakeholder involvement in content filtering deers, filter effectiveness, on-campus
override privileges, blocked page notificationdfadient access levels for specific user

groups, and safety education programs that edusats about Web 2.0 safety issues.
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Reliability
Reliability refers to the consistency with whichiastrument measures whatever

it is intended to measure (Gay et al., 2011). Degyely instruments with good questions
ensures a consistent data collection experiencallfoespondents according to Fowler
(2009). Fowler explains that good questions, “mi@same thing to every respondent”
(p. 89), and “the kinds of answers that constituteppropriate response to the question
are communicated consistently to all respondeqts89). To design reliable survey
response items, the researcher was careful to grtipgdollowing survey design
recommendations:

¢ Avoid inadequate wording;

e Avoid terms or concepts that have multiple meanings

e Avoid asking two questions at once;

e Keep response items clear and simple; and

e Whenever possible, use closed ended questionprihtle a list of

acceptable responses (Fowler).

Population and Sample

The target population included IT administratansl SLMS. IT administrators
were included because they are largely responfblfie selection, configuration, and
ongoing administration of content filtering progranthis factor allowed them to provide
important data about Internet filtering and safablicies and practices. Moreover, SLMS
have an advantageous perspective from which tageadeeper understanding of the

issues and trends surrounding filtering technoliogylementation and its impact on end
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users. SLMS facilitate user information accessamdkeenly aware of the information
access issues end users encounter while usingdéiltmmputers.

The population of IT administrators and SLMS wewdlwefined; in most cases,
their e-mail addresses were readily accessibletfaydhad Internet access to facilitate
completion of the Web-based surveys. The reseaedwgrired SLMS’ email addresses
from the South Carolina Association of School Lias (SCASL) online listserv,
school Web sites or via telephone contact. Emaltesbes for IT directors were obtained
from school districts’ Web sites or via telephowatact. Prior to contacting the target
population, the researcher requested school distnihorization to conduct research with
the target population groups (see Appendix G).

Thirty-six of 81 traditional South Carolina schaltricts agreed to participate in
the study. After obtaining research authorizatind BRB approval (see Appendix H), the
target population was invited to participate in siiedy via email (see Appendix | and
Appendix J). The email invitation included a lirkthe surveys, which were hosted on
the SurveyGizmo™ Web site.

Data Collection Procedures and Time Frame

The time frame for collection of data from four sces—IT survey, SLMS
survey, SLMS interviews, and analysis of AUPs—wgagraximately four months. The
SLMS survey was launched at the end of May 2012raméined open until the end of
June 2012 while the IT survey was launched in niideJand remained open until the end
of July 2012. To improve the response rate, theeysr remained open for several weeks
as much of the data collection period coincidedwsitmmer break, when the target

population is mostly away from school and may nak school email on a daily basis.
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Interviews were conducted with a subset of the Sigdfulation over a two-week period
in mid-August 2012. The analysis of AUPs was penfed from mid-July 2012 until mid-
September 2012.

SurveyGizmo™, an online survey tool that allowsrsige develop, customize,
and distribute Web-based surveys, was tsednduct the surveys. This survey tool
allowed participants' responses to be recordedrefgcally, and summary data was
available immediately. The researcher selectedey@izmo™to create, disseminate,
and collect the survey because of its reputatiase @f use, and flexibility (Marie &
Weston, 2009). Moreover, SurveyGizmo'siitrveys are low cost and flexible. The
survey tool allows collected data to be downloaitkesl variety of formats, including
Excel spreadsheet format for data analysis.

Eighty-one traditional South Carolina school dgriwere contacted to obtain
permission for the target population to participatéhe study. School districts were sent
a letter explaining the proposed research (see #pp&s) and a copy of each survey
(see Appendix B and Appendix C). Thirty-six schdisitricts granted permission for
their SLMS and IT directors to be contacted andt@avto respond to the surveys. This
factor made it impossible to draw a random samptbeentire population of South
Carolina SLMS and IT directors. The 36 participgtethool districts consisted of
approximately 463 SLMS and 36 IT directors (or tlugsignees). In an effort to increase
the number of respondents, the researcher’'s gaatavamail the survey to the entire
population of SLMS and IT directors, excluding pilest participants.

The researcher collected the email addresses oB4RES from the SCASL

listserv, telephone contacts, and individual scMieb sites. The SLMS survey
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instrument was then launched using SurveyGizmo™email message containing
consent information and a link to the online surves successfully delivered to 398
media specialists. The survey link allowed recitsean respond anonymously to the
survey. One hundred twenty-three SLMS respondéldetsurvey for a 32% response
rate. Email addresses for 36 IT administrators wétained from school districts’ Web
sites and telephone contact. One IT director gpdted in the pilot test, therefore the
survey invitation was sent to 35 IT directors. Tiyeone IT administrators responded to
the anonymous IT survey for a 60% response raténdrease the response rate, two
reminders were sent to both groups while the swvesre open.

During the subsequent qualitative phase, the reseaconducted interviews with
a subgroup of SLMS to gain a more in-depth undedstey of SLMS’ convictions and
concerns about the impact of filtering and safetlyces upon end users. The last page of
the survey included a note stating the researchsrsgeking four-to-five respondents to
participate in a brief follow-up interview. To pegse the anonymity of the survey
responses, respondents were asked to contactseercber via email or telephone if they
were willing to be interviewed. Six respondentsicated they wanted to be interviewed;
ultimately, five respondents participated in theemaiews. The interviews were
conducted after the IT and SLMS surveys were cl@setpreliminary data analyses
were completed. The researcher reviewed the ir@rprotocol based upon the
preliminary data analyses to determine if the prokmeeded modifications. No
modifications were necessary in order for the proltdo collect qualitative data that
added depth to the quantitative data. Prior to aotidg the interviews, the researcher

mailed a hard copy of the informed consent docurteeatich interviewee for signature.
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After the signed consent form was returned, theareher contacted the prospective
interviewees to review the consent form and to duleethe interview. The consent form
outlines interviewee rights and steps the investig@ok to ensure the interviewee’s
confidentiality (see Appendix K). Interviews wearenducted over a two-week period in
August 2012. The investigator took copious noteasdueach interview session.
Interview data were thematically analyzed for pnéston.

An analysis of AUPs from 80 of 81 traditional schdistricts was conducted
over a two-month period from mid-July 2012 to miep8mber 2012. The researcher
used the protocol for analyses of artifacts (sepefyix D) to assess how school districts
were updating their Internet safety policies irpasse to Web 2.0 safety issues and
recent legislative mandates to educate minors dhternet safety, particularly Web 2.0
safety. The researcher located school districtsPAdn their Web sites in most cases. If
a school district’s online AUP was outdated or wason the district Web site, the
researcher contacted the district to request a.cpy data was quantified for
presentation to show how schools have updated Alidis to address Web 2.0 safety
concerns.

Data Analysis and Presentation

This research sought to gain a deeper understaodliiitering and safety policy
implementation in public K-12 schools. Data coléetturing the survey phase were
analyzed using descriptive statistical methodsctviprovided an understanding of the
nature of Internet safety policy implementatioruess and their relationships. According
to Teddlie and Tashakkori (2009), descriptive statal methods include techniques for

summarizing numeric data with tables, graphs, mglsirepresentations of a group of
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scores in order to understand the data, deteadgrand patterns, discover relationships
between variables, and better communicate thetsegile most appropriate data
analysis methods for this study include frequemtyes and graphic displays. Graphic
displays and frequency tables coupled with accolyipgrsummaries paint a realistic
picture of safety policy implementation issues #ralr relationships.

Follow-up qualitative interviews were conductedhaat small number of SLMS.
Data collected from interviews, which took placeidg the second phase, were
thematically analyzed to provide a deeper undedstgrof filtering and safety policy
issues and how they influence information accedsrstruction. This phase of the study
revealed the manner in which policy issues infl@shgser access to Internet resources.
Teddlie and Tashakkori (2009) state most qualiadinalytic techniques involve
generating emergent themes that evolve from thaysitispecific pieces of information
that the investigator has collected. Interview satere transcribed and color-coded to
identify common themes and categories. Open-endgie@ s comment items were also
thematically analyzed and combined with intervieated Thematic development
facilitates comparisons among variables, thus teath a better understanding of the
research questions (Teddlie & Tashakkori).

School districts’ AUPs were also analyzed to deteenf they had been updated
to address Web 2.0 safety concerns. Wording iAthié was also examined for
references to Internet safety education and whetlegraddressed cyber bullying
awareness and response, chat room interactionsoaral networking interactions. This

data was quantified for presentation in table fdrma
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Resources

Professional experience and expertise coupledexitérnal resources contributed
to this study. The investigator was a SLMS for 8arg and has experience facilitating
access to information at all K-12 public schoolderaic levels. Some of the
investigator’s professional experience was intarld environment. This experience
provided personal knowledge of some access ishaesisers encounter while accessing
information in a filtered environment.

The Nova Southeastern University Library was theqggpal source of online and
print resources relevant to the study. SCASL’'sdast, individual school Web sites, and
school district Web sites provided most of the émddresses of the target population.
The target population of IT administrators and SL&tBpled with school districts’
AUPs were sources of data for the study. Survey@i¥ma Web-based survey
development and hosting utility, allowed directuhpf survey participants’ responses,
while maintaining their anonymity. SurveyGizmo™ dfxtel Data Analysis ToolPak
were used for data analysis and presentation aeearch results.

Summary

In order to describe filtering/safety policy implentation and its influence on
teaching and learning accurately, a mixed methedgyd was utilized. Quantitative
methodology during the first phase included twaoreys, one for SLMS and one for IT
administrators. Additional data collection duriig tqualitative phase involved
interviews with a small number of SLMS and an asialpf artifacts (AUPS). Expert
review, pilot testing, and member checking was usezstablish the validity and

reliability of the data. The data were used to dbedhe manner in which filtering and
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safety policies were being implemented, the issisess encountered as a result of
filtering and safety policy implementation, measuused to address Web 2.0 safety
issues, and the manner in which filtering and ggbeticies prevented access to resources

necessary to attain 2tentury communication and collaboration standards.
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Chapter 4

Results

Introduction

This study was undertaken to investigate filteimgl safety policy
implementation in South Carolina’s public K-12 solsoand its influence on teaching
and learning. The study utilized a mixed methodglag which both quantitative and
gualitative data were collected to answer the Yoilhg research questions:

e How are filtering and safety policies being implartezl in public schools?

e What issues do SLMS encounter as they facilitdtemmation access on filtered
computers?

e How are school districts addressing Web 2.0 saéstyes?

e In what ways do filtering policies impede accessformation and resources
necessary to achieve 21st century technology dodhiation literacy standards?
Quantitative data using an anonymous online sugquegtionnaire were gathered

from SLMS and IT directors (or their designeesyam a general understanding of
filtering and safety policy implementation and hihwfluences information access.
Subsequent one-on-one telephone interviews with$ikMS provided a deeper
understanding of Internet safety practices and th@se practices either impede or
enhance information access. AUPs were also examineetermine whether districts

were educating minors about Web 2.0 safety isStles data collection instruments
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contributed to a comprehensive depiction of fiigrand safety policy implementation.
This portrayal is presented from the perspectivstakteholders (IT administrators) with
first-hand knowledge of safety policy developmemd anplementation, and stakeholders
(SLMS) with first-hand knowledge of how safety mod#is affect end users.

The data analysis presented in this chapter sumesathe findings of the
research. The researcher drew connections fromePhdata, the personal experiences
and perceptions of the interviewees from Phase@ilze AUP analysis. The researcher
looked for interconnections among the data in otdgortray accurately filtering and
safety policy implementation and its effect on eisdrs. To address the research
guestions, the investigator employed both quantéand qualitative data. As Creswell
and Plano Clark (2007) state:

It is not enough to simply collect and analyze ditative and qualitative data;

they need to be “mixed” in some way so that togetiey form a more complete

picture of the problem than they do when standinge (p.7)

Analysis of both phases provided insight into thgearch questions. The data analysis
and findings are presented in reference to eadarels question using frequency
distribution tables, graphs, and relevant particigdservations.

Demographics and Filtering/Safety Policy Context

The SLMS survey was successfully delivered to 388ieaddresses, which were
obtained from public South Carolina school Webssi®&CASL's listserv, and via
telephone contact. One hundred twenty-three us&S responses were submitted via
SurveyGizmo’s™ website, constituting a 32% respoate The IT survey was

successfully delivered to 35 email addresses, wivite obtained from school districts’
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Web sites and via telephone contact. Twenty-onbled& responses were used in the
analysis yielding a 60% response rate.

At the beginning of each survey, demographic infatron was collected. The
first SLMS survey item asked respondents to speb#ir job title and the academic level
of the students they served. The first IT survegnitasked respondents to provide their
job title. In response to the job title questioB4184.5%) SLMS survey respondents
specified media specialist or library media spéstial 5 (12%) specified librarian or
teacher librarian, 1 (<1%) specified computer teach (<1%) specified information
technology specialist, and 1 (<1%) specified laagraiommons teacher as their job title
(see Table 5). Thirteen (62%) of IT survey respoislelaimed the title, director of
technology or technology director, 2 (9.5%) stathnology coordinator, 1 (4.8%)
stated chief financial and operations officer, B{) stated IT security manager, 1
(4.8%) stated IT specialist, 1 (4.8%) stated infragure and support officer, 1 (4.8%)
stated network tech, and 1 (4.8%) stated technadagport in response to the job title
guestion. As Table 5 indicates, there were ingam¢hen the respondents’ job title was
not, “SLMS” or “IT director.” However, in those itences the job title respondents
provided was closely related to or synonymous withjob titles identified for the target
population groups, “SLMS” and “IT director.”

Table 5. Respondents' Job Titles

Respondents’ Job Titles Population
N=144
N %

1a) SLMS Survey Respondents N=123
Library Media Specialist/Media Specialist 104 84.5
Librarian/Teacher Librarian 15 12
Computer Teacher 1 <1%
Information Technology Specialist 1 <1%

Learning Commons Teacher 1 <1%
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Table 5 (continued

Respondents’ Job Titles Population
N=144
N %
No Response 1 <1%
1) IT Survey Respondents N=21
Director of Technology/Technology Director 13 62
Technology Coordinator 2 9.5
Chief Financial and Operation Officer 1 4.8
IT Security Manager 1 4.8
IT Specialist 1 4.8
Infrastructure & Support Officer 1 4.8
Network Tech 1 4.8
Technology Support 1 4.8

To gain an overview of the academic levels SLM®oeslents represented, they
were asked to provide the academic level of thealshwhere they served. Academic
level data is summarized in Table 6. The largestgregage of respondents, 38.2%
(N=47), was elementary SLMS. Nineteen percent (N¥&&e high school SLMS and
19% (N=23) were middle school SLMS. Several respotsiworked at schools with a
combination of academic levels. Four percent (Na8ked at combined middle/high
schools, 8.1% (N=10) at combined elementary/middteools, and 2.4% (N=3) at
combined elementary/middle/high schools. Eight @er¢N=10) of respondents did not
respond to this item. One respondent (<1%) indicataster’'s Degree” for this item,
which suggests a misunderstanding of the quediiesponses from SLMS who served
only elementary level students were compared tsetlveho served middle or high school
students to determine if there was a differendéénnformation access issues they

encountered.



Table 6. Respondents’' Academic Level

1b) SLMS’ Academic Level Population
N=123

N %
High School (9-12) 23 19%
Middle School (6-8) 23 19%
Elementary (K-5) 47 38.2%
Middle/High Combined 5 4%
Elementary/Middle Combined 10 8.1%
Elementary/Middle/ High Combined 3 2.4%
No Response 10 8%
Irrelevant Response 1 <1%

To establish a context for school districts’ filigy and safety policy
implementation, the IT survey asked respondentshveneheir school districts
participated in the federal E-rate program and Viittating product was utilized.

Table 7. Filtering Products Used in School District

Filtering Products Population
N=21

N %
Lightspeed Systems 10 48%
Barracuda 2 9.5%
iPrism 2 9.5%
Fortinet/Fortigate Web Filtering 2 9.5%
CIPAFilter 1 4.8%
Marshall 8e6 1 4.8%
SmoothWall 1 4.8%
SonicWall 1 4.8%
SquidGuard 1 4.8%

99

One hundred percent (N=21) were E-rate participamd thus were required to filter

Internet access and implement CIPA-compliant AURkle 7 identifies the types of

filtering products school districts were deployiagd reveals the number and percentage

of districts in which the product is used. A reviefieach product’'s Web site concluded

that these filtering solutions provide a varietWééb security features including URL
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filtering, gateway-based spyware and virus provectapplication protocol blocking,
such as IM and P2P, and HTTPS scanning.
Research Question 1

Research Question 1 asked, “How are filtering afetg policies being
implemented in public schools?” Several items anlihsurvey, the SLMS survey, and
the interview protocol addressed the question. 8uand interview items focused on
three filtering and safety policy implementatiosuss (variables) that were identified in
the literature review (see Table 4). These varmlrielude content blocking
considerations, stakeholder involvement in poliegigions, and differentiated access
levels for specific user groups.

Content Blocking Considerations

Important filtering and safety policy implementaticonsiderations include
deciding what content should be blocked, the le¥élocking within each content
category, and whether to deploy the filter’'s “oftittee box” or default settings. Factors
that influenced filtering and safety policy decisancluded CIPA compliance,
bandwidth preservation, non-educational networlgespotential litigation, network
security, student safety, and community opiniorge TT survey, SLMS survey, and
interview protocol items focused on these consit@ra.

IT survey question 4 solicited responses regartliegontent categories that
were filtered and the level of filtering within th@ categoriesable 8 summarizes this
data. Some survey respondents did not select aveashoice for each content category;
therefore, the results show the frequency and peages of survey participants who

selected an answer choice.
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CIPA requires school districts receiving E-ratecdimts to block access to visual
images that are obscene, contain child pornographgre harmful to minors. One
hundred percent (N=21) of school districts filteegtllt/mature and pornography/nudity
content as CIPA requires. Most school districtsZ9g N=20) filtered all, and 4.8%
(N=1) filtered some adult/mature and nudity/porragdric content. School districts
filtered categories in addition to obscene conteetuding controversial and
guestionable content. Eighty-one percent (N=1%rkd all gambling content, 9.5%
(N=2) filtered some, and 4.8% (N=1) filtered noMast (77.8%, N=14) respondents
filtered all alcohol/tobacco related content, 22.@4%54) filtered some, while 0% filtered
none. All hate/racism content was filtered in 76.89613) of responding school
districts, 17.6% (N=3) filtered some, and 5.9% (INdi not filter this content. All drug
related content was filtered in 66.7% (N=12) ofo@sding school districts, 33.3% (N=6)
filtered some, and 0% filtered none. More than békill respondents (66.7%, N=12)
filtered all criminal/illegal content, 27.8% (N=8&}lered some, and 5.6% (N=1) filtered
none of this content. Similarly, more than half.8%, N=10) filtered all cult/occult
content, 25% (N=4) filtered some, and 12.5% (N=#gred none. All violent content
was filtered in 53.3% (N=8) of school districts, 4% (N=7) filtered none, and 0%
filtered none. Most (58.8%, N=10) filtered all weaprelated content, 35.3% (N=6)
filtered some, and 5.9% (N=1) filtered none of Migb content. A smaller percentage
(46.2%, N=6) filtered all alternate lifestyles (L&Bcontent, 38.5% (N=5) filtered some,
and 15.4 (N=2) filtered none. Fewer than half (40866) filtered all intimate apparel

and swimsuit content, 53.3% (N=8) filtered someilevB.7% (N=1) filtered none. A
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smaller percentage of respondents (20%, N=3) édtehe entire sex education category,
66.7% (N=10) filtered some, and 13.3% (N=2) filttreone.

Table 8. Filtered Content Categories

Content Categories Filters N Filters N Filters N Total
All some None Responses
% % %
Adult/Mature 95.2 20 4.8 1 0.0 0 21
Pornography/Nudity 95.2 20 4.8 1 0.0 0 21
Alcohol/Tobacco 778 14 222 4 0.0 0 18
Gambling 81.0 17 9.5 2 4.8 1 20
Hate/Racism 765 13 17.6 3 5.9 1 17
Drugs 66.7 12 333 6 0.0 0 18
Criminal/lllegal 66.7 12 27.8 5 5.6 1 18
Cult/Occult 625 10 25.0 4 125 2 16
Violence 53.3 8 46.7 7 0.0 0 15
Weapons 588 10 353 6 5.9 1 17
Alternative Lifestyles 46.2 6 38.5 5 154 2 13
(LGBT)
Intimate Apparel/Swimsuits ~ 40.0 6 53.3 8 6.7 1 15
Sex Education 20.0 3 66.7 10 133 2 15
Hacking/Proxy Avoidance 84.2 16 105 2 5.3 1 19
Malicious sites 83.3 15 16.7 3 0.0 0 18
Internet Radio/TV 55,6 10 444 8 0.0 0 18
Media downloads/file 46.7 7 53.3 8 0.0 0 15
sharing
Telephony (VolP) 36.4 4 45.5 5 182 2 11
Social Networking 58.8 10 41.2 7 0.0 0 17
Email/Chat/Instant 50.0 7 50.0 7 0.0 0 14
Messaging
Blogs/Wikis 23.1 3 69.2 9 7.7 1 13

School districts also filtered content posing asssecurity threats and

bandwidth consuming content. Most districts (84.28416) filtered all hacking and
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proxy avoidance Web sites, 10.5% (N=2) filtered spand 5.3% (N=1) filtered none.
Similarly, 83.3% (N=15) filtered all malicious s#el6.7 (N=3) filtered some, and 0%
filtered none of this content. Bandwidth consunuongtent was also filtered in most
school districts. More than half (55.6%, N=10) liked all Internet radio and television
sites, 44.4% (N=8) blocked some, 0% blocked noesslthan half (46.7%, N=7)
blocked all media download and file sharing si&%3% (N=8) blocked some, and 0%
blocked none. A smaller percentage of respond&6t4%, N=4) blocked all telephony
(VoIP) Web sites, 45.5% (N=5) blocked some and %3(R=2) blocked none.

Web sites that support communication and collab@activities (Web 2.0) were
filtered in some school districts. All social netkimg sites were filtered in 58.8%
(N=10) of school districts, 41.2% (N=7) filterednse, and 0% filtered none. Fifty
percent (N=7) filtered all email, chat, and instar@ssaging sites, 50% (N=7) filtered
some, while 0% of respondents filtered none. Lar bne-fourth (23.1%, N=3) filtered
all blogs and wikis, 69.2% (N=9) filtered some, ahd% (N=1) filtered none of this
content.

IT survey questions 7a and 7b were asked to determnether districts
customized filter configurations to limit contentes-blocking. When asked if the district
used the filter's default settings, 75% (N=15) edpondents answered no and 25% (N=5)
answered yes. In response to item 7b, “when apiatepthe filter is configured to block
specific sub-categories,” 95.2% (N=20) respondes] gad 4.8% (N=1) responded no.

The literature review revealed several factors ithifuence content filtering
decisions. To determine the extent to which thastofs affected filtering and safety

policy implementation decisions, IT survey resparidevere asked to indicate the degree
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to which specific factors influenced filtering dsicins on a 1-5 point scale where 1
represented no influence and 5 represented sulastafitence. As seen in Table 9,

Table 9. Factors Influencing Content Filtering Decsions

Influencing Factors Mean SD Rank Total
Responses
CIPA Compliance 4.95 0.21 1 21
Maintaining Student Safety 4.80 0.39 2 21
Maintaining Network Security 4.76 0.44 3 21
Preserving Bandwidth 4.38 0.65 4 21
Preventing Litigation (Lawsuits) 4.23 0.97 5 21
Preventing Non-educational Us¢ 3.76 0.97 6 21
Community or Parental Opinion: 3.62 1.25 7 21

CIPA compliance (M=4.95) exerted the greatest arilte on policy decisions. However,
school districts blocked considerably more contieah CIPA requires. Student safety
(M=4.80) and network security (M=4.76) exerted adtnas much influence as CIPA
compliance. The need to preserve bandwidth (M=4a88)prevent litigation (M=4.23)
were highly influential considerations as well. Tiportance of the foregoing factors
may explain why most districts elected to block encontent than CIPA compliance
requires. Although still important, preventing neducational use (M=3.76) and
community or parental opinions (M=3.62) exerted lefluence on policy decisions. The
level of influence that each factor exerted orefitig and safety policy decisions was
greater than the average mean (3). This impliels fator was an important
consideration for policymakers. The relative impade of each of these factors to

filtering decisions may explain why districts impiented restrictive filtering policies.
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Stakeholder Involvement in Policy Decisions

To ascertain the level of stakeholder involvememnt @afluence in policy decision
making, the data collection instruments includeds focusing on stakeholder input in
filtering policy decisions. IT survey item 5 and 85 survey item 2 was asked to
determine whether representatives from variousesialklier groups (i.e., teachers,
students, parents, media specialists, adminisgatogre involved in filtering policy
decisions. SLMS survey item 7a also asked if idpurh all stakeholders was considered
when content filtering decisions were made. Quasiit 1 of the interview protocol
asked participants to describe how stakeholders we&plved in policy decisions and
whether stakeholder involvement positively influedénformation access and student
safety. IT administrators’ and SLMS’ responsesiguFe 2 suggest that most content
blocking decisions were made by district-basedqgrarsl or left to the software

developer. Ninety percent (N=18) of IT respondemd 41.8% (N=51) of SLMS stated
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Figure 2. Who makes content filtering decisions?
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that district administrators decided what contémiugd be blocked. Sixty-five percent
(N=13) of IT respondents and 70.5% (N=86) of SLN&ighe filtering product made
content filtering decisions because the produatfaualt settings were used. A similar
proportion of respondents, 75% (N=15) of the ITugr@and 71.3% (N=87) of media
specialists, replied that IT staff decided whatteahwas filtered. Conversely, survey
responses suggest school boards (1.6%, N=2 /SLW&, R=4/ IT respondents),
stakeholder committees (6.6%, N=8 /SLMS, 15%, N¥3kspondents), media
specialists (6.6%, N=8 /SLMS, 15%, N=3/ IT respantdg and other groups (5.7%,
N=7/SLMS, 15%, N=3/ IT respondents) were minimatyolved in filtering decisions.
Additionally, when SLMS survey item 7a asked whethput from all stakeholders was
considered when content filtering decisions wereen&0% (N=58) said no, 40.5%
(N=47) were not sure, and 9.5% (N=11) said yes.

A thematic analysis of open-ended survey commenddrgerview data provided
additional insight into stakeholder involvemenfiltering and safety policy decisions.
Lack of stakeholder involvement was a major theina¢ €merged from participant
comments. Interviewee 1 recalled being involveAlP development at an earlier time,
but indicated SLMS were no longer involved the psxc Interviewee 4 broadened
stakeholder noninvolvement to students and parenés she stated, “There is no
involvement. Students and parents have no say atsoéver.”

Respondent statements reveal some districts’ifiljguolicy decision making was
largely done in the technology department withbetihvolvement of other stakeholders.
Interviewee 3 indicated the technology departmesdiermost filtering and safety policy

decisions when she stated, “All that (filtering&tgtfpolicy decisions) is handled in the
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technology department at the district level....Weéhaw input at this point.” An SLMS
survey respondent expressed stronger sentimendiegdechnology administrators’
control of technology policy decision making in fiedowing comment:

Our IT director makes all of these decisions sifigdladedly. She would say that

she gets input from our district administrationt slue is the one who tells them

about content blocking and is their sole sourcafofmation on this topic (SLMS
survey comment).

Some districts attempted to get input from stakedaa;, however, these attempts
were unsuccessful because of ineffective implentientaOne SLMS survey respondent
commented that when the district attempted to v&al committee of stakeholders in the
decision making process, IT staff with no teachemgerience ultimately decided what
content was blocked. Another SLMS survey respondemmented that the district’s
committee did not include K-2 teachers. Conseqyefiliering policies continued to
block educational sites for younger students, sisc@yberchase™ and PBSKids™. The
aforementioned comments suggest a committee oélstddters is not a panacea for the
issues that evolve from filtering and safety polityplementation, particularly when the
committee’s recommendations are disregarded or Wieenommittee is not
representative of all end users.

Even when respondents indicated stakeholders weobsed in technology
policy decisions, this involvement was limited mp$bd submitting blocking and
unblocking requests. For example, an IT surveyardpnt commented that all
employees were “empowered to identify and reparéppropriate sites to IT and these

sites would be blocked immediately. In responsth¢ostakeholder involvement inquiry,
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Interviewee 2 reported that parents and studentisl ceport concerns or requests to
unblock Web sites to school staff, and these reéqwesuld then go directly to the district
office. Interviewee 2 added that when teachersmaedia specialists voiced their
opinions about online content that should be urk@dgthe district was receptive to these
requests because teachers and media specialigvwered as professionals who would
only submit unblocking requests for educationaltenn

Some participants’ comments suggest end usetddshe more involved in
Internet use policy decisions. Interviewee 1 statéte’re in the trenches, we’re using
the resources. It makes perfect sense that weraokved in establishing the guidelines
that govern the use of the resources.” Interviedvatso thought the district should seek
input from students and teachers about contenstiaild be blocked.

The aforementioned interview participant statemmamid survey respondent
comments provided a deeper understanding of stédeshiovolvement in filtering and
safety policy deliberations. Survey and intervieatadsuggest stakeholder involvement in
Internet use policy decisions was minimal, limitedstly to submitting requests to block
or unblock content. This data also provides insigtt the access issues that arise when
end users are not involved in filtering and safetlicy deliberations.

Differentiated Access Levels

Filtering products typically allow customizatiohfdter settings for specific user
groups to increase access to information and eidunehtresources. IT survey item 7e and
SLMS survey item 7d asked whether distinct acaeasld had been set for different user
groups such as elementary students, secondarynssyded staff. Table 10 summarizes

survey data about differentiated access implementatvVhen asked if differentiated
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access had been implemented, 47.5% (N=56) of SLAtby®s, 36.4 (N=43) said no,
and 16.1% (N=19) were unsure, while 76.2% (N=1@)laidministrators said yes,
23.8% (N=5) said no, and none were unsure. Sultsigmhore IT administrators than
SLMS reported that differentiated access levelshyesh implemented. One explanation
of the discrepancy between SLMS’ responses andlidirastrators’ responses could be
that SLMS were unaware differentiated access mslibad been implemented.

Table 10. Implementation of Differentiated Access kvels

Data Source SLMS IT
N=118 N=21
% %

(Survey item 7e (IT) and 7d (SLMS)
Different Access levels have been established fqreific user groups

Yes 47.5 76.2
No 36.4 23.8
Not Sure 16.1 0.0

Analysis of survey comments and interviewee commsaggest that
differentiated access levels were established mémstistaff in some school districts.
Access levels were rarely differentiated accordmgtudent age levels. For instance, an
SLMS survey respondent reported that staff andestischad different access levels, but
there was no difference for any student levelanather district, teacher and staff logins
allowed them to access streaming video and otheacleed” sites temporarily. Some
districts implemented different access levels iditoh to time of day restrictions. In
these instances survey respondents reported Heteless could only access
TeacherTube™ and YouTube™ before and after sckamlly, another SLMS survey
respondent commented that different access leaeldben discussed, but the respondent

was uncertain whether differentiated access levadisbeen implemented.
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Interview participant statements about differeeiibhccess levels were similar to
survey participant comments and suggest staff amteats had different access levels,
but students, regardless of age level, had the saness privileges. Interviewee 4
commented that SLMS could “roam at will,” but teachcould not access Web sites
such as YouTube™. Interviewee 5 specified thaedifit access levels had been
established for teachers and students. Teachelds @otess Facebook™ and
YouTube™, but students were unable to access Wesesites. Interview and survey
data suggest differentiated access levels weresimgrhted in some school districts, but
access levels were not tailored to meet the unitfoemation needs of all user groups.
Research Question 2

Research question 2 asked, “What issues do SLM&ueter as they facilitate
information access on filtered computers?” To addithis research question, the data
collection instruments focused on filtering issthest were identified in the literature (see
Table 4). To determine the scope of these issug$heway in which they affected
teaching and learning, data was collected abdet fiver-blocking frequency, under-
blocking frequency, filter effectiveness, spectiipes of blocked educational content,
and the efficiency of unblocking procedures.

Over-blocking and Under-blocking

Over-blocking and under-blocking are inherent ésswith all Internet filtering
tools. To gauge the frequency of these filterirsmes, IT survey item 9a and 9b asked
respondents how often they received requests dartggical week to block
inappropriate content and to unblock educationatet that had been blocked

inadvertently. SLMS survey item 5a and 5b asked bften the filter permitted access to
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objectionable content (under-blocking) during aidgbweek and how often it prevented
access to educational content during a typical week

According to Table 11, 4.8% (N=1) of IT respondemtser received requests to
block inappropriate content, 47.6% (N=10) rarelgeieed requests to block
inappropriate content, 42.9 (N=9) sometimes reckreguests to block inappropriate
content, and 4.8% (N=1) frequently received requsblock inappropriate content.

Table 11. Over-blocking and Under-blocking Frequeng

Survey Item Never Rarely Sometimes Frequently
% % % %
IT Survey Item 9 Total Responses (N=21)

During a typical week, how often do you (or the peson responsible for
blocking/unblocking content) receive requests to:

a) block inappropriate content 4.8 47.6 42.9 4.8
N=1 N=10 N=9 N=1
b) unblock educational content 0.0 15 70.0 15.0
that has been unintentionally N=0 N=3 N=14 N=3
blocked
SLMS Survey Item 5 Total Responses (N=120)
During a typical week, how often does the filter:
a) Permit access to 16.7 55.0 24.2 4.2
objectionable content N=20 N=66 N=29 N=5
b) Prevent access to 3.3 15.0 41.7 40.0
information/resources that N=4 N=18 N=50 N=48

support educational,
professional, or personal
growth

When asked how often they received requests tamukldducational content that the
filter had blocked inadvertently, 0.0% stated net&b6 (N=3) stated rarely, 70% (N=14)
stated sometimes, and 15% (N=3) stated frequémhen asked how often the filter
permitted access to objectionable content, 16.7¢20) of SLMS replied never, 55%

(N=66) replied rarely, 24.2% (N=29) said sometinses] 4.2% (N=5) replied frequently.
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When asked how often the filter prevented acceggoomation/resources that support
educational, professional, or personal growth, 3(B%4) responded never, 15% (N=18)
responded rarely, 41.7% (N=50) responded sometame<!l0% (N=48) responded
frequently. Less than 30% of SLMS respondents tedarnder-blocking, which suggests
that under-blocking is less of filtering issue tlever-blocking. More than 80% of SLMS
sometimes or frequently encountered over-blockingdoicational content, which implies
that over-blocking was a more pervasive filteriggue.

To assess further the effectiveness of implemeifiltedng solutions, IT survey
items 10a and 10b, plus SLMS survey item 6 askegomdents to rate the filter's
efficacy in blocking inappropriate content and peting access to educational content.
Regarding the filter’s effectiveness in blockingmpropriate content, 14.3% (N=3) of IT
administrators responded very ineffective, 4.8% INesponded somewhat ineffective,
9.5% (N=2) responded somewhat effective, and 7XM£45) responded very effective.
In response to item 10b, which asked IT respondentste the filter’'s effectiveness in
permitting access to educational content, 9.5% [Nat&d it very ineffective, 9.5%
(N=2) somewhat ineffective, 19% (N=4) somewhatafie, and 61.9% (N=13) very
effective. SLMS survey item 6 asked, “Considering filter's over-blocking and under-
blocking efficiency, how would you rate the filteroverall effectiveness?” In response,
8.3% (N=10) of SLMS replied very ineffective, 15.§%=19) replied somewhat
ineffective, 13.3% (N=16) replied neutral, 45.8%=8%) replied somewhat effective,
while 16.7% (N=20) replied very effective. A comjsan of IT and SLMS responses
reveals that more than 80% (N=17) of IT respondeated filter efficacy as either

somewhat effective or very effective, while a smaflercentage (52.5%, N=75) of
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SLMS rated filter efficacy as somewhat effectivevery effective. This indicates that
end users were less satisfied with the filteringopicts deployed in school districts than
the individuals who deployed them.

Filters are implemented to protect minors fromzkrhtely or unintentionally
accessing inappropriate content, but under-blockimtyfilter circumvention sometimes
hinder technology protection measures from pratgatninors. Item 8c asked SLMS
whether they agreed that the district’s filterirdusion prevented users from deliberately
(circumvention) or unintentionally (under-blockinggcessing inappropriate content. In
response to this item, 1.7% (N=2) strongly disady&e8% (N=8) disagreed, 63.6%
(N=75) agreed, 22.9% (N=27) strongly agreed, atflt5N=6) were neutral. This data
suggests content filtering protects students fromstrmappropriate content.

Although, most respondents believed filters adesjygirotected students,
interview participant comments convey the contéxili@r circumvention and under-
blocking in public schools. Interview participamnements show that filter
circumvention was more of an issue in the seconsiengol setting. When secondary
SLMS interviewees were asked whether they were @waginstances when students
bypassed the filter to access blocked content; theponses suggest filter circumvention
was a common occurrence at the secondary levelvietvee 1 was not sure of the
correct terminology to describe how students circemted the filter. Students knew how
to “infiltrate” or “debug” the filter, according tnterviewee 1. Moreover, students tried
to “fake it out” (the filter) so they would have meoaccess rights than they were
supposed to. Interviewee 4 said students circuredethie filter “all the time.” Before the

district began blocking proxy avoidance sites, stiug would type “proxy” in as a
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Google™ search to find directions for circumventimigcked content. Even though the
district began blocking access to proxy avoidan@ab\Altes, Interviewee 4 reported
students had figured out how to get around therftth access YouTube™ videos. In fact,
students had shared this circumvention tactic w@#thers who were using it to access
YouTube™ videos for instructional purposes. Sinilainterviewee 5 recounted that
students circumvented the filter “on a weekly basrsstead of being a tool to protect
students, Interviewee 5 believed the filter prodidia personal challenge” for some
students to discover ways to outsmart the filter.

When elementary SLMS were asked whether they weaeeaof students
bypassing the filter, Interviewee 2 commented, “Nat, in elementary school. They can’t
figure that out yet.” Similarly, Interviewee 3 regd, “I'm sure middle school and high
school students are savvier, but personally, leehad any problems.” These statements
imply that filter circumvention is more of an issaethe secondary level than at the
elementary grade level.

Regarding filter under-blocking, Table 11 showatthimost half (47.7%, N=10)
of IT respondents indicated they sometimes or feetly received requests to block
inappropriate content. This suggests that filtaersnot completely protect minors from
inappropriate content and must be supplementedh®yr safety measures. Interviewees
provided under-blocking scenarios when asked ¥ ttwuld give specific instances when
under-blocking adversely influenced instructiorstudent safety. Interviewee 1
described under-blocking issues perceived to beethdt of policymakers’ failure to
involve school-based staff in policy decisions.hdligh school-based staff had asked for

Google™ images to be blocked, they were not blocksd result, students accessed
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inappropriate images several times a week. Inteiegel described a particularly
disruptive incident when a student typed in a pgraphic actress’ name, accessed
numerous pornographic images of her, and printechthinterviewee 4 described less
disruptive under-blocking situations. Under-blogkimostly resulted in students
accessing “borderline inappropriate” content atmewee 4’s school. Examples of
inappropriate access included a student who visiteldat room and used inappropriate
terms to describe himself while in the chat rooih€ worse thing I've seen” according
to Interviewee 4, “is kids looking at pictures otal prisoners.” The aforementioned
under-blocking scenarios along with survey datageagunder-blocking was not as
pervasive as over-blocking, but when it occursait disrupt the educational setting.
These under-blocking incidents further underscoag filters cannot entirely prevent
students from deliberately or inadvertently accesgnappropriate online content.
Survey item 3 asked SLMS to select the types otational content the district’s
filtering solution over-blocked. This item, whickkaed respondents to select all content
that applied, was asked to ascertain how filtegalicy decisions impact learning and
information access. Figure 3 shows that 18.8% (No2&LMS selected business and
finance, 58.1% (N=68) selected controversial canfiem, alternative lifestyles, hate
groups, cults, occult), 45.3% (N=53) selected etlosal games, 52.1% (N=61), selected
health and sex education, 25.6% (N=30) selectedsspnd recreation, 84.6% (N=99)
selected streaming media (i.e. YouTube, UStrearinternet radio), 35.9% (N=42)
selected virtual worlds, 45.3% (N=53) selected aismages, 66.7% (N=78) selected
Web 2.0 (i.e. wikis, blogs, social bookmarking &)pbnd 16.2% selected other, which

included topics such as popular culture, entertammshopping/marketing, and travel
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information . The majority of respondents (morentb@%) encountered blocked
streaming media, health and sex education Weh sesroversial content, and Web 2.0
resources, which implies that filter settings preed users from accessing a substantial

amount of educational content.

0 10 20 30 40 50 60 70 80 90

Business/Finance 18.8
Controversial Content 58.1
Educational Games 453
Health/Sex Education 52.1
Sports and Recreation 25.6
Streaming Media 84.6
Virtual Worlds 35.9
Visual Images 453
Web 2.0 Resources 66.7
Other 16.2

SLMSs Responses (%)

Figure 3. Over-blocked content.

SLMS survey items 8a and 8b served to investifyather the influence of over-
blocking on teaching and learning. Item 8a askeMSlto specify the extent of their
agreement with the following statement: “The Intgrfilter prevents instructional staff
from accessing resources needed for instructianatajessional activities.” Four SLMS
(3.4%) strongly disagreed, 21.2% (N=25) disagré@d% (N=60) agreed, 14.4%
(N=17) strongly agreed, and 10.2% (N=12) were ra¢atbout this statement. Item 8b
asked SLMS to select the extent of their agreeméhtthe following statement: “The
Internet filter prevents students from accessifigrmation and resources needed for
classroom assignments.” Seven SLMS (5.9%) strotigygreed with this statement,
28% (N=33) disagreed, 40.7% (N=48) agreed, 8.5%lNstrongly agreed, and 16.9%
(N=20) were neutral about this statement. More SL(BE2%, N=77) agreed or strongly
agreed that filtering policies blocked access strirctional resources than SLMS

(24.6%, N=29) who disagreed or strongly disagréadl filters blocked access to
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instructional resources. Similarly, a greater prtipa of SLMS (49.2%, N=58) agreed or
strongly agreed that filtering policies blockeddstnt access to educational resources
while a lesser proportion disagreed or stronglhaglised (33.9%, N=40). This data
suggests that district filtering policies were lmayan adverse influence on information
access for many end users, including instructisteadf and students.

Interviewees’ statements provide additional evageaf how over-blocking
influenced end user access to educational coritgatview participants were asked
whether they believed over-blocking adversely ieficed student or teacher access to
educational resources. They were also asked tadaepecific examples of when over-
blocking prevented students from accessing reseureeded for assignments or teachers
from accessing resources needed for instructigmafessional development.

Interviewees’ observations featured instances vaven-blocking prevented
teachers from implementing lesson plans. Intervee®eeported that teachers often
develop lesson plans at home, but when they gathiool, the Web site they need is
blocked. It was impossible to unblock Web sites edmtely in Interview 5’s district
because the unblocking process required about @4 himterviewee 1 recounted a
personal experience when a request to unblock addakt Web site was denied. After
preparing at home to teach a lesson that requatadg students to a Holocaust Web site,
the SLMS recalled that the site was blocked at glcAdne unblocking process entailed
submitting a request to the principal who then fanded the request to the IT director.
After almost four weeks, the IT director informeddrviewee 1, via the principal that the
images of emaciated bodies on the site were tgohgrdor students; therefore, the
unblocking request was denied. Interviewee 1 esgethe kind of frustrations some
teachers feel when someone without classroom etqperidisregards their professional

opinion about what is appropriate for students wélem stated, “It's upsetting that they
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don’t respect my professional integrity.” Adminggiors restricted access to content for
reasons other than inappropriateness of the corntdatviewee 5 related how over-
blocking resulted from using filters to manage haiaith when she stated, “For a while,
the teachers and everybody, we were blocked frosausting video sites because of
bandwidth problems.”

Interviewee observations suggest over-blocking esshle affected educators’
inclination to incorporate innovative online resoes into classroom instruction.
Interviewee 4 described a time when she tried twicwe a “techy” teacher to
incorporate an innovative online resource intoléssons. The teacher’s response was “I
gave up on that a long time ago because so mutfhsshiocked.” Interviewee 4
described another instance when over-blocking priexdeeducators from using an online
resource. The SLMS stated, “Once | was at a conéerand | learned about using
Google Earth™ for ‘lit trips.” | emailed some of ngachers about it from the
conference. One [teacher] replied, ‘I just triednd it was blocked.” These observations
illustrate how over-blocking can limit integratiof Web-based technology. Moreover,
end user frustration about over-blocking was euigdren Interviewee 4 commented,
“I've talked to teachers and some feel like manyb\Wites shouldn’t be blocked in the
first place.”

Interviewee observations describe how over-blockidgersely influenced
students’ ability to complete assignments. Intemge 5 suggested, “It's hard for students
to complete assignments if they can’t get to tHemerresources they need.” Furthermore,
Interviewee 5 was concerned that over-blocking estzated the digital divide between

students with home Internet access and studerttewihome Internet access when
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asserting, “The students with home Internet acgessgyo home and access the sites that
are blocked at school. The students without hormeesacjust can't get to it. It's like we're
back to the haves and have-nots.” Interview 4 oleskthat the filter prevented students
from searching for breast cancer information beeatislocked Web sites that included
the word “breast.” The SLMS also described how eiiisl were unable to insert a Web-
based image into a PowerPoint presentation be¢hesiwnload capability had been
disabled. Interviewee 5 recalled a time when séwtudents were doing research on the
history of gaming and many of the gaming Web siteee blocked. Consequently, these
students were unable to complete their researsthaiol. Over-blocking negatively
affected student research at all levels, includiegnentary students. Conducting research
on filtered computers involved “a lot of trial ardor,” according to Interviewee 3, an
elementary SLMS. Interviewee 3 related an overdstagincident involving a 8 grader
who had been conducting research at home on angratnon Web site, but when the
student tried to access the same Web site at sdhaa@ls blocked.

The aforementioned over-blocking scenarios progideeper understanding of
the types of information filters over-block. Thdg@describe how over-blocking
adversely affected lesson planning, completiortwdent assignments, the digital divide,
and limited opportunities for educators to incoggerinnovative Web based technologies
in their lessons.

Unblocking Procedures

The literature review revealed that the adverfects of filter over-blocking

could be minimized with efficient unblocking proesds. The data collection

instruments included several items about schodlicis unblocking practices and
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procedures to determine how effectively they miaix the adverse effects of over-
blocking. IT and SLMS survey items asked whethegifsettings could be adjusted to
unblock educational content, what staff had beantgd override privileges to unblock
content, whether users were informed of unblockiregedures, and how efficiently the
procedures allowed access to over-blocked eduatommtent. To gain a deeper
understanding of unblocking procedures and thegiraich on end users, interview
participants were asked to describe their distrigtiblocking procedures and whether
unblocking procedures impeded or facilitated infation access.

Table 12. Content Unblocking Configuration

IT Survey Item 7c

Filter settings can be overridden or adjusted to amess educational content that
has been blocked unintentionally.

% N
Yes 95.2 20
No 4.8 1
Not Sure 0.0 0

The literature review confirms that fine-tuning ahpity is a key feature for
effective filtering solutions, and should be impkmed to provide maximum information
access. IT survey item 7c (see Table 12) askednesmts whether filter settings could
be overridden or adjusted to permit access to keld@ducational content. Twenty
(95.2%) responded yes and 4.8% (N=1) respondednubno respondent was unsure.
Configuring filters so that on-campus staff canrode the filter creates a more efficient
unblocking process according to the literatureeevilT survey item 7f and SLMS
survey item 7b (see Table 13) asked participanestiven filter override privileges had
been granted to designated on-campus staff. Thatty{29.1%) of SLMS replied yes,

65% (N=76) replied no, and 6.0% (N=7) were unstiseimeone on campus had been
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granted filter override privileges. Fourteen (66)1%respondents indicated that filter
bypass privileges had been granted, 33.3% (N=Teckpo, and no IT respondent was

unsure about this item.

Table 13. Filter Override Privileges and Blocked?age Notification
Survey item 7f (IT) and 7b (SLMS)
Filter override privileges have been granted for dsignated on-campus staff
(i.e., administrators, media specialists, technoffy specialists)

SLMS IT
Responses Responses
% N % N
Yes 29.1 34 66.7 14
No 65.0 76 33.3 7
Not Sure 6.0 7 0.0 0

Survey item 7d (IT), 7c (SLMS)
When users encounter blocked content, the blockedage notification
instructs users how to get the content unblocked.

% N % N
Yes 53.4 63 95.2 20
No 39.8 47 4.8 1
Not Sure 6.8 8 0.0 0

Compared to IT respondents (66.7%), a much smaitgyortion of SLMS
(29.1%) said filter override privileges had beearged to on-campus staff. One possible
explanation of the disparity between SLMS and Hponses may be that some SLMS
were unaware that override privileges had beentgdaio on-campus staff. In some
circumstances, even though school-based staff was gverride privileges, extenuating
circumstances sometime delayed access to blockedrdioOne SLMS survey
respondent explained that each school was givéteadverride password. However, the
respondent stated, “Sometimes the password wilathe user access; sometimes it
won't, resulting in an educator sending an emdihéotechnology office to get the Web

site unblocked.”
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SLMS survey item 7c and IT survey item 7d (seel@aB) asked respondents
whether the blocked page notification instructeersifiow to get blocked content
unblocked. In response to this item, 53.4% (N=63IdVIS answered yes, 39.8%
(N=47) answered no, and 6.8% (N=8) were unsurentyy®5.2%) IT administrators
answered yes, 4.8% (N=1) answered no, and there neelT respondents unsure about
this item. A smaller percentage of SLMS (53.4%, B)=€aid the blocked page
notification instructed users how to get blockedteat unblocked than IT administrators
(95.2%, N=20). The discrepancy between IT admiatsts’ and SLMS’ responses for
this item implies unblocking instructions might r@tve been adequately explained or
may not have been perceptible to end users onldlokdal content notification page.
Interviewee 4’'s comments support this conclusidre SLMS stated, “I don’t know that
people are told how to get something unblocked.liftkeon the blocked page is very
subtle. The unblocking process is not well known.”

Several IT directors and SLMS survey participautismitted comments
describing unblocking procedures that had beenamphted. Most unblocking
procedures required end users to submit a requestiiock content. For example, one
SLMS survey respondent wrote, “In order to gett@ snblocked we have to submit a
technology work order,” and another commented, ‘8&le ask for sites to be unblocked.”
Some districts’ unblocking procedures allowed usesubmit unblocking requests
directly from the blocked page by clicking on &litn some cases, direct input from the
blocked page allowed immediate access to blockateod One IT survey respondent
wrote, “When a site is blocked, a request formloawompleted at that moment. The

request comes to me and it is unblocked immedidgt@lye site is] a legitimate site. If
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[there is] a question, the superintendent is cdetatIn other cases, access to blocked
content was delayed even when users submitted ckibtprequests via a link on the
blocked page, as the following IT respondent exgtian illustrates:

[When] users (student or staff) receive a blockaglep they can enter the request

to unblock. The Lightspeed Company checks thetgigee if it is in the correct

category and often changes it, which allows acdetskes 2-4 hours. The
following day upper level district IT checks thstlof blocked sites and manually
approves or denies the request. In any case, aihisrsant to the requester
explaining the action taken. (IT Respondent Comijnent
The aforesaid unblocking process delayed accesmtent because the unblocking
request went through multiple bureaucratic laykerghtspeed and district IT staff).
Cumbersome unblocking processes were evident gr 6threspondents’ explanations as
well. For example, an IT respondent explained timlocking requests were sent via
“email from an administrator to the director of1T.

SLMS also described cumbersome unblocking procedeguiring requests to be
sent through multiple bureaucratic layers. Theseguiures likely lead to delays in
accessing blocked content. One SLMS commented, idMgakcialists can forward
requests from teachers to the IT staff to requedtdpecific sites be unblocked.” Another
SLMS commented, “If something needs to be unblo@kdte school level, we tell our
principal and he/she requests that it be unbloti&arvey respondent comments suggest
protracted delays also resulted when technologyirasirators were too busy with other
duties to unblock sites. Another SLMS survey resieon wrote, “[We have] very limited

override. There are unblocking instructions, but Bech administrator is too
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overwhelmed to have the time to unblock sites.” #weo SLMS survey respondent
stated, “We have to submit a request to the IT deyant to unblock a site. That process
takes 2-4 weeks.”

SLMS survey comments such as “Faculty memberseguesst IT unblock
specific sites,” and “Teachers and other distmaplyees can send requests to have Web
sites unblocked,” suggest some districts only peechistaff members to submit
unblocking requests. However, a few districts ata@dpequests from any user as the
following survey comment suggests: “Any user caonsii requests to have sites
unblocked and any user can recommend that sitbkobked.” Although users
encountered delays in accessing blocked contenvieyggomments suggest most
unblocking requests were granted. A SLMS commeritediequests are usually
honored,” and another stated, “If a site we wanide is blocked, we can request it be
unblocked and it usually is.”

An analysis of interviewee observations revealesnds similar to those that
emerged from SLMS’ survey comments about districtddlocking procedures.
Interviewees described similar impediments to asiogshlocked educational content.
Their statements indicate some end users werereglia go through multiple
bureaucratic layers, experienced long delays, oe wacertain about unblocking
procedures.

Interviewee 1 and Interviewee 5 described unblagkirocedures requiring
requests to be sent through multiple bureaucragierk. Interviewee 5 reported, “If
someone emails the principal the Web site to béogkbd, she emails someone at the

district office who looks at the site, then emdils principal, and she emails back to
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you.” Interviewee 1 described similar proceduregmwhhe stated, “When something is
blocked by the filter, | submit a request to the@pal, and he submits the request to the
director of IT.” Interviewee 1’'s observation thaaiing “as long as four weeks to get
something unblocked” suggests these cumbersomeqguoes resulted in substantial
delays in accessing blocked content. Similarlyeiviewee 5 suggested the districts’
unblocking procedures were inefficient when stati@ur access policies are
inconvenient; it takes longer than it should to g@hething unblocked.”

Interviewee 2 and Interviewee 3, who were elemgr8&MS, expressed less
frustration about unblocking procedures than tloeséary interview participants
(Interviewee 1, 4, & 5). Elementary interview peigiants’ comments indicate approval
of their districts’ unblocking procedures, despiga/ing to wait several days for content
to be unblocked. Their statements suggested thdbcking procedures permitted timely
access to blocked content. For instance, Inteneevstated, “It takes less than a week to
unblock a Web site....There’s great turnaround tingemiilarly, Interviewee 3
commented, “This is a good process. I've nevertbagait more than two days.” In
Interviewee 2’s district, instructional staff coated the help desk to submit unblocking
requests. Interviewee 2 expressed approval ofritbéoaking process when she stated,
“They look at requests on a daily basis. They kmaire professionals, that if we ask for
something to be unblocked, that obviously we néddiaven’t heard of anything not
being unblocked.” Interviewee 3, who also belietied district’s unblocking procedures
were efficient, described an unblocking processrdguired users to click on a blocked
page link to access an unblocking request formpas of the request, users were

required to provide the rationale as to why theiested Web site should be unblocked.
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Elementary SLMS’ willingness to tolerate the incenience of delayed access to
blocked content may reflect their perspective ffoainger students are especially
susceptible to indecent content and should have mastricted online access. This
perspective was evident when Interviewee 3 comndefiididdle school and high school
students may have the right to access more, bustigri’m in elementary school, I'm
still concerned about what's inappropriate.”

Interviewee statements also indicate some end us&yhave been uncertain
about unblocking procedures. According to Intengew, there was an imperceptible
link on the blocked page that provided unblockimgfiuctions. The unblocking process,
which took about one day, entailed sending an “etoa guy over a bunch of
technicians.” Since the unblocking link was notikyatiscernible, the SLMS stated, “I
don’t know how well it's [unblocking process] known

Most survey and interview respondents describedbehking procedures that
required users to submit a request and wait foterario be unblocked, sometimes for up
to four weeks. To gain a better portrayal of homgasers waited for content to be
unblocked, SLMS survey item 4 asked participants lemg users typically waited for
unblocking requests to be granted. Figure 4 shbafsih response to this survey item,

2.5% (N=3) selected immediately unblocked, 12.4%1(B) selected less than 1 hour,
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Immediately unblocked 2.5
Less than 1 hour 12.4
Several hours 14
1-2 days 30.6
3-4 days 10.7
1-2 weeks 5
3-4 weeks 1.7
More than 1 month 4.1
Cannot be unblocked 0.8
Not sure 18.2

SLMSs Responses %

Figure 4. Timeliness of unblocking procedures.

14% (N=17) selected several hours, 30.6% (N=38csedl 1-2 days, 10.7% (N=13)
selected 3-4 days, 5% (N=6) selected 1-2 week%p {N=2) selected 3-4 weeks, and
4.1% (N=5) selected more than a month. Figure d sthl®ws that <1% (N=1) selected
content cannot be unblocked and 18.2% (N=22) weseneé how long it took to unblock
content. One explanation for the “not sure” setectiould be that end users were not
aware that content could be unblocked or had rewyemitted a request to unblock
content. A large portion of respondents (66.6%}echseveral hours or more to access
blocked content, which meant blocked content wasdassible at the point when end
users needed it.

SLMS survey item 8d provided additional data alibatefficiency of unblocking
procedures. To assess further the efficiency ofaasking procedures, SLMS were asked
whether they agreed that filter override procedatksved timely access to blocked
resources and information. In response to this,itei?6 (N=9) strongly disagreed,

27.4% (N=32) disagreed, 35% (N=42) agreed, and {\'88) strongly agreed that filter
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override procedures allowed timely access to blddantent, while 22.2% (N=26) were
neutral about the timeliness of unblocking procedubDespite delays, more respondents
(42.7%) agreed than disagreed (35.1%) that unbiggirocedures provided timely
access to blocked content. This suggests that IBBMS accepted delayed access to
blocked content as an inevitable outcome of edusabbligation to protect students
from online indecency.
Research Question 3

Research question 3 asked, “How are school distadtiressing Web 2.0 safety
issues?” To answer this research question, thesiigegor analyzed districts’ AUPs to
determine how they have been adjusted in respond&eb 2.0 safety concerns and
legislative mandates. SLMS and IT survey questfoossed on the implementation of
Internet safety education programs to address fap&¢eb 2.0 safety issues. SLMS were
also asked their opinions about the effectivenéssternet safety approaches such as

Internet safety education.

Safety Policy Adjustments in Response to Web 2efySasues

The investigator reviewed safety policies (AUPshir80 of 81 traditional school
districts in South Carolina to determine whetherslvere addressing Web 2.0 safety
issues via Internet safety education. The Protgc@iildren in the 22tCentury Act
(2008) required E-rate recipients to educate miabmut Web 2.0 safety issues including
interacting with other individuals on social netkiolg Web sites and in chat rooms and
cyber bullying awareness and response. The FCGreelt-rate participants to include
the Web 2.0 education provision in their safetyigpes by Julyl, 2012. Safety policies

were examined to determine when they were lastteddand for references to Web 2.0
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safety issues, and for references to educatingmnaoout Web 2.0 safety issues. Table
14 summarizes the data resulting from the safeligypanalysis.

The safety policy analysis revealed that 66.6% @J=8 school districts had
updated their safety policies during the last thyegrs (2010-2012), but only 45%
(N=36) had updated them to include references tcathg minors about Web 2.0 safety
issues including interacting on social networksshat rooms and cyber bullying
awareness and response. Of the safety policieb&vatbeen updated in the last three

Table 14. Web 2.0 Safety Policy (AUP) Adjustments

Web 2.0 Safety References Last Updated

2010- 2007- 2004-  1996- Total
2012 2009 2006 2003
% N % N % N % N % N

No referencesto Web2.0,no88 7 63 5 75 6 75 6 301 24
references to educating
minors

References Web 2.0 safety 6.3 5 1 1 0 0 0 0 73 6
issues, but no references to
educating minors

References instructing minors6.3 5 75 6 25 2 1 1 175 14
about appropriate Internet use,

but no reference to educating

minors about Web 2.0 safety

References educatingminors 45 36 0 0 O O 0O 0 45 36
about Web 2.0 safety issues,

including interacting on social

networks, in chat rooms and

cyber bullying awareness and

response

Total 66.6 53 148 12 10 8 85 7 100 80

years, 8.8% (N=7) made no mention of educating rsiabout Internet safety, 6.3%

(N=5) referenced Web 2.0 safety (i.e., cyber ballyisocial networking, etc.), but did
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not mention educating minors about Internet safatyt 6.3% (N=5) referenced
instructing minors about appropriate Internet bsg,did not include Web 2.0 safety
issues. When AUPs referenced Web 2.0 safety idsutanade no reference to educating
minors about Web 2.0 safety, they included statésngunch as “social networking sites
are strictly prohibited.” Twelve school districts4(8%) last updated their AUPs during
the 2007-2009 time period, none of which includeférences to educating minors about
Web 2.0 safety issues. In this group, 6.3% (N=%)lenao mention of educating or
instructing minors about internet safety, 1% (NatEntioned Web 2.0 safety, but did not
mention educating minors about Internet safety.(3i%%) AUPs mentioned instructing
students about appropriate Internet use, but madefarence to educating minors about
Web 2.0 safety issues.

Eight (10%) school districts last updated thefesapolicies during the 2004-
2006 time period, none of which referenced edugatimors about Web 2.0 safety. Six
(7.5%) did not mention educating minors and 2.5%2Nncluded references to
instructing minors about appropriate Internet bsg,not specific Web 2.0 safety issues.
Seven (8.5%) school districts last updated theiPAlduring the 1996-2003 time period.
Of these districts, six (7.5%) made no referenocesdicating minors or to Web 2.0
safety, 1% (N=1) referenced instructing minors dtampropriate Internet use, but made
no mention of Web 2.0 safety. This safety policglgsis suggests that school districts
were relying mostly on Internet filters to protstidents and were not adjusting their
AUPs in response to Web 2.0 safety concerns. Sgwenpercent of the safety policies
that referenced Web 2.0 safety education were eddaithin the past year (2012), which

implies that Web 2.0 safety education is in a stafiux and that district-wide safety
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education is in the beginning phase of implementafi wenty-seven (32.5%) districts
have not updated their AUPs in more than threesye&dnich suggests safety policies
may not be the focus of Internet safety in thes#ridts. This analysis, IT content
blocking data, and SLMS responses to the blockateob item suggests that school
districts are mostly blocking access to Web 2.0ueses to address Web 2.0 safety

concerns.

Safety Education Implementation

IT survey item 8 and SLMS survey item 7e askegaedents if their school
district had implemented an Internet safety edoogprogram. In response to this
guestion, 39.8% (N=47) of SLMS replied yes, 41.54649) replied no, and 18.6%
(N=22) were unsure about this question (see TableThble 15 also shows that 90%
(N=18) of IT respondents replied yes, 5% (N=1) imgpho, and 5% (N=1) were unsure
about this item.

Table 15. Internet Safety Education

Survey ltem SLMS IT
N=118 N=20

Survey Item 8 (IT), 7e (SLMS)

The district has implemented an Internet safety prgram that educates
students about appropriate online behavior, includiag social networking
and chat room interactions, and cyber bullying awaeness and response.

Response % N % N
Yes 39.8 47 90 18
No 41.5 49 5 1
Unsure 18.6 22 5 1

Compared to the IT respondents, a smaller percea§LMS (39.8%) than IT
respondents (90%) indicated that their schoolidigtad implemented an Internet safety

education program to educate students about inppate online behavior, including



132

Web 2.0 safety issues. The difference in SLMS angé$ponses to this survey item
suggests these programs were not being implememgdt-wide in many districts or
that some SLMS may have been unaware of theiraistinternet safety education
program. Another possible explanation for the défee between SLMS and IT
responses could be that some IT respondents vidwe@dAUPSs as the district’s Internet
safety education program. IT survey comments ipaese to the Internet safety
education item support this conclusion. For instaiene IT respondent commented,
“The district has an Internet safety policy in @and we are currently updating [it] to
include cyber bullying.” Likewise, another IT resutent commented, “We will be
implementing a cyber bullying policy and are alngadoviding information to students
and parents. We do have an acceptable use polggaade.”

Interviewee and survey respondent observatiomg\claow Internet safety
education was implemented in school districts. @raing themes that emerged from
analysis of these observations include lack oftgaf@areness programs, uncoordinated
or passive Internet safety awareness efforts, taiogy about safety awareness programs,
and in a few situations, effective online safetyagamess programs. Some respondent
statements indicated that a district-wide Intesadéety awareness program had not been
adopted and implemented. Regarding district-widetgaducation programs,
Interviewee 1 commented, “There’s nothing in pladée SLMS’ comments suggest
teachers and media specialists were expected taedminors about Internet safety, but
had not been provided specific guidelines or aiculim. The result was haphazard
Internet safety education efforts as was evider@gninterviewee 1 commented, “I do

digital citizenship units of instruction with thedk. The district leaves it up to media
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specialists and teachers. If they [teachers andarspecialists] say it's not important,
they don't do it.” Similarly, a SLMS survey resp@amd commented, “An internet safety
education program is not mandatory at all schaotbe district. Each school initiates its
safety education program.”

Other respondents were uncertain whether a distite Internet safety
awareness program had been adopted and implemé&iateexample, Interviewee 4
stated, | don’t know what the computer and keybiogrdlasses are doing. | can't tell
you.” Uncertainty was evident when Intervieweeated, “..there’s no official course or
online training program. Librarians haven’t beeld tofficially about it. Maybe computer
and business classes have a program, but I'm renteag¥ any.” The school district had
made passive efforts to inform students about erdafety, but these efforts did not
involve direct instruction. The SLMS stated, “A Whback, a group including media
specialists developed posters on Internet safatyays to stay safe on the Internet.
These posters were displayed in classrooms.” lie@ee 4 also described a more recent
district-wide effort to inform student about onlidangers when she stated, “We also had
something this year, some information about bugyamd online bullying explaining how
to protect yourself online. This came from the st It was an instructional thing to put
in your room.”

Uncertainty about district-wide cyber safety edigraprograms was apparent
when Interviewee 5 stated, “The only thing thahdWw they do is that we have a one-day
program in the freshman 101 class where the teolggohtegration specialist does a
jeopardy game on Internet safety.” District-widéo#gsk to educate minors were

uncoordinated and sporadic as was evident wherviate 5 reported, “...students also
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get a little bit of instruction when they pick upetr iPad devices. Teachers sporadically
address Internet safety, but it is not address&tdatiwide.” Uncertainty was also
apparent when a SLMS survey respondent commeritad) hot sure if there is a
program created by the district to address theseeras.” Regarding district wide efforts
to implement cyber safety education, the responeaptained, “[The] media specialist
includes such information during our lessons oerimt use. Board policies are in effect,
but teachers are responsible for sharing thatimédion with students.” This explanation
implies uncoordinated Internet safety efforts asehs no mention of an Internet safety
program or district mandated cyber safety currigulu

On the other hand, a few participants’ statemeaggeast their districts had issued
clear Internet safety education guidelines or htapted a formal Internet safety
curriculum. For example, Interviewee 2 remarkedg“Were given a requirement as of
last year saying we have to have a formal prograpiace and we had to have proof that
every child is educated every year.” Interviewee hool also made efforts to involve
parents by sending a flyer home and advertisingrhet safety programs on the school’s
Web site. Similar to Interviewee 2’s observatioargmtal involvement was a key part of
the Internet safety program Interviewee 3 descriBedording to Interviewee 3, the
district Internet safety program “provides instrantfor kids and workshops for parents.”
The SLMS considered the program to be effectivihastatement, “It's a good one,”
suggests.

IT survey respondent observations indicated Intesafety education was in
various stages of implementation. One IT responcegprted that the district had

implemented a multi-level program entitled, “NetStadrom [the] Center of Missing
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and Exploited Children.” Another IT responded dat& his is in [the] planning stages
with implementation scheduled at the beginningedtrschool term.” The latter
statement implies that up to this point some schaificts may have been relying mostly
on filters for Internet safety instead of using tiplé Internet safety approaches,
including a fully integrated district-wide safetgluecation program.

The literature review suggested that multiple Iné¢isafety approaches are
required to prepare students to be safe and refgp@msternet users, particularly in
unfiltered environments. To ascertain the effectass of district-implemented Internet
safety approaches, SLMS survey item 8f asked rekgpus whether they agreed that
filtering and safety policies/practices (i.e., AURyber safety education, monitoring,
etc.) prepared students to be safe and responsibts in unfiltered environments. In
response to this item, 10.3% (N=12) strongly disadr 23.9% (N=28) disagreed, 38.5%
(N=45) agreed, 6.8% (N=8) strongly agreed while&s20(N=24) were neutral about this
item. Fewer than half of SLMS respondents (45.3@t@@d or strongly agreed that their
district’s Internet safety approaches effectivalggared students to make safe and
responsible decisions while using online resourcegsrview participant observation
enabled a better understanding of factors thatitanéd to ineffective Internet safety
approaches. Moreover, interviewee observationsldatéors that contribute to effective
Internet safety approaches.

Some interview participant observations supporistifety policy analysis
findings. Their observations suggested that cudrgetnet safety efforts relied mostly on
filters to keep students safe, which resulted iarlgwrestrictive filtering policies,

uncoordinated Internet safety education effortsporimal emphasis on AUPs. When
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Interviewee 5 stated, “They [the district] have thmdset that if we block all the bad
stuff, they don’t have to worry about teaching itntt safety,” the remark implied the
district was relying mostly on strict filtering pales to protect students from online
indecency instead of instructing students abouherdafety. Interviewee 4 was
concerned that reliance on strict filtering polgciaterfered with efforts to educate
students about online safety. She used the folipwhought-provoking analogy to
convey her concern:

You can have all the safety education you wantjftererything is blocked, we

can’t train them on how to be safe online. It'slileaching first graders and

kindergartners all about scissor safety, but npuéting scissors in their hands so
they can practice cutting. We're blocking so muadt tve can't practice. For
instance students don’t have email, can’'t accaesgsbforums. We can’t teach
safety when they can’t access these online tools.

Other interview participants suggested their schigiricts were minimizing the
importance of AUPs as an Internet safety appro@shinstance, Interviewee 1
remarked, “They [the district] started somethingvnthey're saying more and more we
don’t need that [signed AUPs]. Students don't AiPs anymore, they did away with
that saying it's too much paperwork.” Likewise, mmal use of AUPs to promote
Internet safety was implied when Interviewee 4estatWe have a great AUP that
nobody knows about in the student handbook. Stgdmetnot required to sign any
forms.” Interviewee 4 added, “In the handbook theome page that talks about the
Internet. The handbook is sent home for parentsdd, they contact the school if they

have questions or concerns,” which suggested sfforinvolve parents in Internet safety
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was not proactive. It can also be construed thatsteidents or parents read the AUP
because the policy did not require students’ oepid’ signatures.

The aforementioned participant observations higitéid factors contributing to
ineffective Internet safety strategies in schostritits. Nevertheless, some participants
described effective Internet safety approachekair tistricts. Constant reinforcement of
digital citizenship guidelines was a common theha emerged when participants
described effective district-wide Internet safetiyieation programs. When asked what
factors contributed to the success of their dissrinternet safety program, Interview
participant 3 replied, “The program they [the ddd}ruse is not a stand-alone lesson,
there’re projects. It's not like a one-time thimigternet safety is constantly reinforced.”
Interview participant 2 replied, “Safety educatieneinforced in the library and the
computer lab.” Similar survey respondent commeamtiide: “We have a strong Internet
safety program in place for our students and deatelines for our teachers and staff,”
and “The media specialist goes over Internet safengtantly.”

Interviewee observations exemplify other factoest dontribute to effective
digital citizenship practices, including stakeheldwolvement in Internet safety program
implementation and integrated district-wide Intérsafety efforts. When Interviewee 5
remarked, “It [Internet safety] probably shouldib&egrated into every course, and
[there] should be a system-wide plan to teach atehch this thing of Internet safety and
etiquette,” it suggested integrated district-widgetnet safety instruction was an
important factor in implementing effective Interrsatfety programs. Interview
observations also suggest stakeholder involvenmgmtagram development is a critical

component of effective Internet safety program inpéntation. Interviewee 5 asserted
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that district Internet safety efforts were ineffeetbecause instructional staff were not
involved in policy decisions. The SLMS explained, .the people who are making the
decisions are not instructional staff, but are téghns.” The need for stakeholder
involvement in Internet safety program implemetativas echoed in other interviewee
comments. Interview 1 stated, “They need to invohexlia specialists; we’ve got to be
involved in that process.” Similarly, Intervieweestéted, “There needs to be more input
from people who are teaching the students.” Inesvreie 3, who viewed her district’s
Internet safety program as “...a good one,” descrhma stakeholders were involved in
the program’s implementation. The SLMS stateds“#’specific thing [program]. The
technology teachers got with the district officectmose what they’ll use.”

Interviewee observations, survey data, and the AbHysis suggest Internet
safety education has not been a major focus offlatesafety policies. Safety policies
(AUPs) have not evolved to encompas$ @dntury computing technology and its
inherent safety issues as the following Interviewkservations suggest: “...policies have
not kept up with what it means to be a 21st centmyner,” (Interviewee 1) and “...the
district’s Internet use policies reflected a 198@entality” (Interviewee 4). Interviewee
observations also suggest that when safety edumcatiommplemented with stakeholder
involvement, on a district-wide basis, and reinéatoften, it can be an effective Internet
safety approach.

Research Question 4

Research question 4 asked, “In what ways do filtepolicies impede access to

information and resources necessary to achie¥e@itury technology and information

literacy standards?” The standards that were ttiesfof this question include the
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communication and collaborative standards idemtifieTable 3. To answer this
guestion, IT and SLMS survey items sought to detegrwhether Web 2.0 resources,
which promote the acquisition of communication antlaborative skills, were accessible
or blocked. Question set 5 on the interview protatso sought to define specific Web
2.0 access issues and safety concerns that prombteiciistrators to limit access to this
content.

To discover how filters impeded access to Web @sdurces, wikis, blogs, and
social networking sites, were included as contatggories in IT survey question 4.
Table 8 shows that 23.1% (N=3) of responding schtticts filtered all wikis and
blogs, 69.2% (N=9) filtered some wikis and blogsijle/7.7% (N=1) filtered no
wiki/blog content. The majority (58.8%; N=10) ofreml districts blocked all social
networking tools, 41.2% (N=7) blocked some, andedlvweere no school districts that did
not block all or some social networking sites. Boeatain how filtering policies
influenced end user access to Web 2.0 tools, SLMi&y item 3 asked respondents to
select the types of educational content that werst mften over-blocked. Web 2.0
content was one of the answer choices for this.iteeventy-eight (66.7%) SLMS said
Web 2.0 resources were over-blocked in their scmlicts (see Figure 3).

SLMS were also asked whether they agreed thatdistrict’s filtering and safety
policies facilitated easy access to online collabon and communication tools (Web
2.0). Eighteen (15.8%) SLMS strongly disagreed7 0=35) disagreed, 24.6% (N=28)
agreed, and 4.4% (N=5) strongly agreed that thsirict’s filtering and safety policies
facilitated easy access to Web 2.0 resources. agght respondents (24.6%) were

neutral about this item. A greater portion of SLBt®ngly disagreed/disagreed (46.5%)
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than agreed/strongly agreed (39.9%) that theiridist filtering and safety policies
facilitated access to communication and collaboratools. IT and SLMS survey data
inferred that district-implemented filtering poks impeded access to many Web 2.0
resources necessary for attainment 6f @&ntury learning skills.

Additionally, impeded access to Web 2.0 resouveas a recurring theme of
interview participant observations. Intervieweesenasked if Internet access policies or
practices limited access to Web 2.0 tools thaefoshline communication and
collaboration. Interviewee responses describedifspeommunication and collaboration
tools that were inaccessible. Interviewee 5 stdfBHukgre’s no Twitter™, no Facebook™,
and no YouTube™.” The media specialist also desdrdporadic access to Wordle™
when she stated, “Its sporadic, sometimes we @eisa¢c sometimes we can't.”
Interviewee 4, whose statements: “The only Welt@s we're able to access is
Edmodo™,” and “We just can’t get to anything,” alsggest very limited access to
online communication and collaboration tools.

Even when access to specific Web 2.0 tools wasvatlp some features of these
sites were disabled. For example, Interviewee tedtde.lic.ious™ is available, but for
some reason they block the toolbar icon that allpatsto add a Web site to your
account.” Interviewee 1, who recounted a similgrezience involving disabled Web 2.0
features, stated, “When we use Web 2.0 tools, erap#bility is blocked. Students can’t
send articles to their personal email addresses.”

If interview respondents indicated their distridisernet use policies restricted
access to Web 2.0 resources, they were also aslegblain how these policies limited

attainment of 2% century information literacy and technology staxdalnterviewee
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responses suggest that restricted Web 2.0 acoassdiopportunities for students to
interact appropriately with others, to create cojteonnect with experts, and become
self-directed learners. Interviewee 4 stated, “udshts aren’t getting to practice
interacting appropriately with people on a liveeiradction tool,” which illustrated how
restricted Web 2.0 access limited opportunitiestadents to interact appropriately.
When Interviewed 4 stated, “They [students] careate content, aren’t learning how to
use that,” the remark implied that Web 2.0 accedéisips limited opportunities for
students to create and share content.

Interviewee observations also described how Wela@c@ss policies restricted
individual student collaboration. For example, aiewee 4 stated, “Web 2.0 makes it
easy to connect with experts, but students arestlstack with letter writing. They can
be communicating with authors or chemists, butshait happening because they can’t
access the online communication tools.” Intervielye@ho described similar Web 2.0
access restrictions, reported, “District policiestrict collaboration with others outside of
the district.” The district’s technology policy aled teacher access to collaborative
tools, but prevented students from accessing tfoede Interviewee 5 defined how this
access policy limited opportunities for studenerattion when she remarked, “If the
teacher wants to collaborate with another classcain only do it using the teacher’s
account. | think our students should get the sapp@dunity to do it [collaborate]
individually.” Interviewee 1 was concerned thatinesed Web 2.0 access limited
opportunities for students to become self-diretdadners. The SLMS stated, “The

district says we’re supposed to develop self-da@dearners, we're supposed to be
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teaching them to be self-directed. She questiditmly can students be in charge of
their own learning if all these restrictions arglace?”

Student safety had a substantial influence on coiiecking decisions as Table
9 illustrates. When asked what safety concerns ptednpolicymakers to restrict Web
2.0 access, interview participants’ responses cpadeninistrators’ concerns about
student safety. Interviewee responses includeath@ifing recurring student safety
issues: cyber bullying, online predators, and pgsimappropriate content online.
Interviewee 4 stated, “They’re [policymakers] wediabout cyber bullying; they're
afraid that a student will email inappropriate naggs and do inappropriate things that
would put a bad mark on the school.” Interviewesd@ed that policymakers’ “biggest
concern is bullying and students getting in contéthh someone not at school who might
be a predator.” Interviewee 5 indicated that pohekers restricted Web 2.0 access
because of “all the stuff on the news about somglbethg lead to meet with somebody
online. Interviewee 5 further explained that potiakers were “afraid that kids will post
inappropriate things; they’re worried about inagprate verbiage and a whole list of
things.” These statements call attention to theleht safety issues that accompany Web
2.0 usage. In response to these concerns, poligmmakve mostly used a one-
dimensional Internet safety approach; block actegstentially unsafe content or
controversial content, including Web 2.0 resourt@erviewee 3 likened this Internet
safety approach to “throwing out the baby with bla¢hwater.”

Some data indicates that policymakers are beginoingalize the educational
benefits Web 2.0 resources afford. Though initiallypjected to wholesale blocking, Web

2.0 resources were becoming more accessible fdestsi and teachers in some school



143

districts. Regarding increasing Web 2.0 accessrii@wee 2 reported, “I noticed that
access denials or blocks have opened up morervieteee 2 named specific Web 2.0
tools that had become available for instructiorsa, uncluding SharpSchool™ and
Edmodo™. The SLMS suggested that Web 2.0 accessuoents was also becoming
less restricted when asserting, “Access has bestricted more for students, but it's
beginning to open up.” Similarly, Interviewee 1 &iped, “They're [district
administrators] starting to relax policies, but lidbe to be able to email articles to
students’ personal email addresses.” The follov8h{yIS survey comment illustrates
that increased Web 2.0 access is an evolving psaegsiiring communication between
educators and administrators, some trial and earat,clear usage guidelines:
We initially had and still have some difficultias utilizing Web 2.0 tools, but are
working with IT and the administration on thesaiss and use of certain tools,
some being very open now and others requiring rests and/or supervisory
guidelines (SLMS Survey Comment).
Interviewee 3’s school district was beginning tobeate social networking and online
collaboration as well. However, limited studentessto Web 2.0 resources was an issue.
Interviewee 3 described this issue and districtpla expand students’ access in the
following statement:
We do the social networking thing. We do collabeeaprojects with people at
different schools. There’s a bigger problem thoulfle. Skype™ under the
umbrella of the teacher login, but that’'s somettilrag’s going to be addressed.

The school district is going to be using GoogleVergone will have Google™
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accounts. As a whole the district will embrace Ae&¢docs and other Google™

communication apps. (Interviewee 3)

Some of the aforementioned SLMS observations de=gtdimited access to a
variety of Web 2.0 resources, which inhibited commation and collaboration within
and outside of school. However, some districts M@eening restrictions on Web 2.0
tools, but access was still hampered by accesesssich as staff-only Web 2.0 access
policies, which prevented individual student cotleddtion and communication. The
integration of Web 2.0 resources into instructicaswalso hampered by disablement of
features on some sites, including email capakalitgt toolbar features that enable users to
add Web sites to their accounts. Overall, surveliaterview data regarding Web 2.0
access suggest that many end users were deniettwgipes to develop Zicentury
communication and collaboration skills becauseesfricted access to the read and write
Web.

Comparison of Elementary and Secondary School Accesssues

The investigator compared elementary (K-5) andiséary (6-12) SLMS
responses on survey items about content accessissah as over-blocking to ascertain
how filtering policies affected users in each acadegroup. If SLMS survey
respondents indicated that their school includgdgaade level beyond grade 5, they
were included with the secondary group. Figuredshthat a greater percentage of
secondary SLMS than elementary SLMS encounteredimaeking in all but one
content category, educational games. The percediffigeence between secondary
SLMS and elementary SLMS experiencing over-blockedal images, virtual worlds,

heath/sex education content, and other contengvesger than 10 percentage points. For



145

these content areas, 43.8% of secondary SLMS adé@éf elementary SLMS

experienced over-blocking of virtual world contes® of secondary SLMS and 39.6%
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Figure 5. Comparison of elementary and secondary Bool access issues.

of elementary SLMS experienced visual image oveckihg, and 57.8% of secondary
and 45.3% of elementary SLMS experienced healthédexation content over-blocking.
Twenty-five percent of secondary SLMS compared.7@®of elementary SLMS
experienced over blocking of other content, sucphagmilar culture, entertainment, online
ordering/shopping (i.e., school supply sites), addcational sites including
Scholastic.com and PBS.org. A greater proportioael@hentary SLMS (52.8%) than
secondary SLMS (39.1%) encountered blocked eduttgames. This data suggests

that elementary users need greater access to agugames and secondary users need
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greater access to virtual worlds, visual imagealthisex education subject matter, and
other specified content.

Compared to secondary SLMS, a smaller percent&ad® percentage points
smaller) of elementary SLMS indicated that busiffesmce, sports/recreational, and
controversial content was over-blocked. Fourteeosgary SLMS (21.9%) and 15.1%
of elementary SLMS reported instances when busiaedginancial content was over-
blocked. A larger portion of secondary SLMS (28.¥x%perienced blocked sports and
recreational content while a smaller portion ohedatary SLMS (22.6%) experienced
blocked content in this domain. This finding hitliat secondary users have a greater
need for business/financial and sports/recreatiomalent. The majority (more than 50%)
of both groups experienced blocked controversiatem; however, more secondary
(60.9%) than elementary (54.7%) SLMS indicated mw@rsial content was over-
blocked. The fact that the majority of both acadelevels encountered blocked content
of this nature could be construed that both académels require greater access to
subject matter that filters categorize as contrsiaér

Figure 5 shows that streaming media over-blockind \Web 2.0 over-blocking
occurred with a majority of both groups, as comgdoeevery other content area except
controversial subject matter. However, the peragmnthfference between the elementary
and secondary SLMS is less than five percentagagtor both content areas. Streaming
media content was over-blocked for 83% of elemgrtuMS and 85.9% of secondary
SLMS. Web 2.0 resources were over-blocked for 6402#ementary SLMS and 68.8%

of elementary SLMS. This data suggests that oveckihg is an issue with both
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academic levels, and that filtering policies neete adjusted to allow greater access to
streaming media content and Web 2.0 resources.

Table 16. Comparison of Secondary and Elementary SUS' Perceptions of the
Influence of Filtering/Safety Policies on Instructonal Staff
Survey Item Elementary Secondary
SLMS SLMS

SLMS Survey Item 8a
The Internet filter prevents instructional staff fr om accessing resources
needed for instructional or professional activities

N=52 N=66
Response % N % N
Strongly disagree 5.8 3 15 1
Disagree 30.8 16 13.6 9
Neutral 9.6 5 10.6 7
Agree 46.2 24 54.5 36
Strongly agree 7.7 4 19.7 13

Secondary and elementary SLMS’ perceptions abeuinttuence of filtering
policies on end user access to online content wapared to ascertain whether one user
group experienced more access issues. As Tabledalssa greater proportion of
secondary SLMS (74.2%) than elementary SLMS (53.&8t@ed/strongly agreed that
district filtering policies prevented instructiorsthff from accessing resources needed for
instructional or professional activities. LikewiSegble 17 shows that a greater portion of
secondary SLMS (60.6%) than elementary SLMS (34 .&§t¢ed/strongly agreed
filtering policies prevented students from accegsmiormation and resources needed for
classroom assignments. When asked whether thegddrat filtering and safety policies

facilitated easy access to online collaboration @m@munication tools (Web 2.0),
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Table 17. Comparison of Secondary and Elementary SUS' Perceptions of the
Influence of Filtering/Safety Policies on Students
Survey Item Elementary Secondary
SLMS SLMS

SLMS Survey Item 8b
The Internet filter prevents students from accessig information/resources
needed for classroom assignments.

N=52 N=66
Response % N % N
Strongly disagree 7.7 4 4.5 3
Disagree 36.5 19 21.2 14
Neutral 21.2 11 13.6 9
Agree 30.8 16 48.5 32
Strongly agree 3.8 2 12.1 8

a greater portion of secondary SLMS (53.9%) disadystrongly disagreed than
elementary SLMS (36.7%) (see Table 18). This dashyais indicates filtering and

safety policies were having a more adverse effedezondary users’ access to
educational information. The data also implies #etondary users need greater access to
online content.

Table 18. Comparison of Secondary and Elementary SUS' Perceptions of the
Influence of Filtering/Safety Policies on Web 2.0 écess
Survey Item Elementary Secondary
SLMS SLMS

SLMS Survey Item 8e
Filtering and safety policies facilitate easy accego online collaboration
and communication tools (Web 2.0)

N=49 N=65
Response % N % N
Strongly disagree 6.1 3 23.1 15
Disagree 30.6 15 30.8 20
Neutral 24.5 12 24.6 16
Agree 34.7 17 16.9 11
Strongly agree 4.1 2 4.6 3

Interviewee statements support the foregoing suppogthat filtering restrictions

need to be relaxed for older students to allowtgresccess to online content.



149

Interviewee 4 suggested that high school studemdsurity level enabled them to make
better decisions about online content; therefagh bchool students should have greater
access to online content. The SLMS stated, “I tiyolk should treat high school students
pretty close to adults. It's the same with a Webaig with a book. Just like they put down
a book they don't like, they can do the same witNebsite.” Interviewee 5 also believed
there was a difference in the maturity levels ehatntary and secondary students. The
SLMS explained, “There’s a difference between gghool students and elementary
students. Things blocked for elementary can besela with no detrimental effect on
high school students.”

Interviewees 2 and 3, who were elementary SLM$®, atknowledged that
elementary and secondary students had differeotndtion needs. Interviewee 2
explained that at the elementary level there wewneef unblocking requests, but was
certain that “high schools and middle schools getenmequests.” When Interviewee 2
stated, “...you’re probably going to see a big défere between middle and high school
media specialists,” it was further acknowledgenadrihe differences in elementary and
secondary users’ information access requirememtsiviewee 3 also acknowledged that
secondary and elementary students have differé&rniation requirements when
recommending that, “Filter access levels shoultdyed so they [high school students]
can have access to more.”

The foregoing interviewee observations confirm glamentary and secondary
level students have dissimilar information needs maturity levels, which suggests that
a one-size-fits-all filtering scheme may not be blest filtering approach for elementary

and secondary students. Moreover, a comparisolewfeatary and secondary SLMS’
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survey responses supports the need for feweraests on Internet access at the
secondary level.
Attitudes about Filtering and Safety Policies

During the course of this investigation, othemties emerged that demonstrate
how end users reacted to filtering policy implena¢ion. A thematic analysis of
interviewees’ and survey respondents’ commentsatedeend users’ attitudes about
district-implemented filtering and safety polici@hese attitudes include acquiescence,
tolerance, and frustration. Some end users hawaesmpd to Internet filter
implementation and accept restrictive filteringipi@s as an unavoidable consequence of
legal and social mandates to protect students frammful online content. As Table 19
shows, some end users acknowledged the technologgisblocking tendency, but were
willing to accept restrictive filtering policies thiout objection (AR1, AR2, &

Interviewee 3).

Other users tolerated restrictive filtering pagwhile seeking alternative ways to
access or utilize blocked educational content. @hmsers applied work-around strategies
to access blocked educational content, such asldading blocked content in advance
(AR3), finding similar unblocked content (Interviees1), and using staff logins and a
projector to share blocked content with studentte(iewee 5). Other respondent
observations revealed an unwillingness to accéptifig policies as they were
implemented (AR4, Interviewee 1). Frustration abmutent filtering policy
implementation was evident in the use of words ‘le&&noying,” “aggravating,” and
“upsetting.” The attitudes summarized in Table i®vpmle additional substantiation of

the issues users encountered as they sought irtformia a filtered environment.
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Table 19. End User Attitudes about Filtering Polices

Attitude/Reaction

Participant Statements Exemplifyng Attitude/Reaction

Acquiescence

Tolerance

Frustration

It is very hard to find good clip art but | alsodanstand how
easily students can find inappropriate imagestspriot to get
too frustrated with that content being blockingR®

You can request an override, but | have never @oheespect
their [administrators] decisions and endeavor tagmsitive
example for the students. (AR2)

| don’t see it [filtering software] as a problemyamore. It's
evolved to the point where | feel as if it's morfeadriend than a
roadblock. (Interviewee 3)

Teachers should have downloaded what they nedtidor
lessons. We all know the filter is in place. THeeficannot catch
everything. (AR3)

If something is blocked and the students can'tgé,
sometimes the teacher can login to it on her coarpiihey all
have projectors so they can share the sites watih skudents.
(Interviewee 5)

They [end users] use other means such as usingeantteb
site. They just keep trying until they come up wattmething
that is not blocked. (Interviewee 1)

Not having access to Scholastic.com is annoyinga Asrarian,
not being able to jump onto Amazon.com or sometibmesom
[Barnes and Noble] is very aggravating. (AR4)

It's upsetting that they [administrators] don’tpest my
professional integrity. (Interviewee 1)

Note: AR=Survey Respondents’ Attitude/Reaction

Summary of Results

This chapter presented the results of the quangtand qualitative research

undertaken for this investigationhis study endeavored to describe how filtering and

safety policies were being implemented in Southol@a’'s K-12 public schools. This

investigation also sought to describe how filteramgl safety policies influenced end

users’ access to information. Data collected fronarhd SLMS surveys, an interview
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protocol, and an analysis of artifacts (AUPs) wasmbined to answer each research
guestion.

Survey and interview data provided insight inte tbsues surrounding filtering
and safety policy implementation in South Caroknaublic schools. Regarding the
implementation question and content blocking cogrsitions, IT survey data indicated
policymakers were electing to block considerablyei&eb content than online
obscenity. Several factors influenced filteringidems, the three most influential being
CIPA compliance, maintaining student safety, anthtaaing network security. IT and
SLMS survey data and interview observations sughestin most school districts,
school-based stakeholders had minimal input ircgalecisions. The research results
revealed many school districts were implementiriipdintiated access levels for staff,
but all students, regardless of age level, haddinee access level.

Survey and interview results were combined torpgrthe issues SLMS
encountered as they facilitated information aceaessfiltered environment. Survey data
revealed that filters were effective in protectstgdents from inappropriate content, but
overly restrictive filtering policies prevented mesnd users from accessing controversial
subject matter, streaming media, health and segadidn resources, and Web 2.0 tools.
Interview data supplemented survey findings by liog concrete scenarios in which
filtering policies denied end users access to dtuea resources. In addition to the over-
blocking issue, end users also encountered ineffi@ontent unblocking procedures.
Bureaucratic and poorly communicated unblockingedures and lack of on-campus

override privileges delayed access to blocked cante
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An analysis of school districts’ AUPs coupled witlrvey and interview data
revealed that school districts were relying mostifilters to protect students from
online indecency. The majority of school distribts/e not adjusted their AUPSs to
include educating minors about Web 2.0 safety ssa®the Protecting Children in the
Twenty First Century Act (2008) requires. Survey amterview data also suggests that
Internet safety education is not an important iméésafety approach in many school
districts. Over-reliance on filters to protect stnts from Web 2.0 safety issues has
resulted in restricted access to Web 2.0 resotihe¢snable students to acquiré'21
century communication and collaboration skillsesence, the research results show that
school districts’ filtering and safety policies wenostly outdated, and have not kept
pace with 21 century online technologies.

The researcher compared elementary and secontd®$ S&sponses on survey
items specifically related to how Internet use gek influenced end users, including
students and instructional staff. Elementary amdiséary user groups encountered the
adverse effects of overly restrictive filtering jptes, but these adverse effects were more
pronounced at the secondary level. Over-blocking mare prevalent among secondary
users, suggesting that their information needsire@ecess to more of the content that
filters typically classify as controversial, potetly liable, or non-educational.
Considerable over-blocking occurs when filtersseeto block such content.

Overall, school districts have mostly implemengeshe-dimensional and one-

size-fits-all approach to Internet safety throulgh application of unnecessarily restrictive
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Internet filtering policies. The outcome was fraséd end users with limited access to

resources enabling them to experience fully therirdt’'s many educational benefits.
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Chapter 5

Conclusions, Implications, Recommendations, andr8airy

Introduction

This mixed method study examined school districtgllementation of Internet
filtering and safety policies and the influencetugse policies on end users’ access to
information. Quantitative and qualitative data eoted during the course of this study,
provided insight into each of the research questtbat guided the study. This chapter
will present the conclusions and implications & thsearch in addition to the
recommendations that evolved from analysis andpreé¢ation of the data. Finally, a
summary of the dissertation will be presented.
Conclusions

The problem that launched this study was the need Eomprehensive
examination of Internet filtering and safety patieito determine how they were
influencing information access in South Caroling42 public schools. Specifically, this
research sought to detail filtering and safetygyotlecision making and factors that
influenced policy decisions. Internet use poliaas be implemented in a manner that
either maximizes or minimizes user access to infion. Therefore, this research
investigated end users’ experiences with conteat-blocking, content under-blocking,

and unblocking practices to determine how theseifainfluenced teaching and
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learning. This investigation also examined thedseand issues surrounding Web 2.0
safety, and the role of filtering, AUPs, and Intreafety education in protecting students
from inappropriate online content. Finally, filteg policies were examined to ascertain
the manner in which they impeded access to Weko2l6 enabling students to hone'21
century collaboration and communication skills.sTtesearch provides answers to the
aforementioned inquiries. These answers were gieiom stakeholder groups who

were keenly aware of how filtering and safety pebowere developed and implemented
(IT directors) and the resulting effect of theséqgies on teaching and learning (SLMS).
The conclusions from each of the four researchtepreswill be presented following a

brief description of the methodology used to obtamdata.

Research Question 1

Research question 1 asked, “How are filtering safdty policies being
implemented in public schools?” To answer this tjoassurvey and interview items
focused on three filtering and safety policy impétation issues (variables) that were
identified in the literature review (see Table Bese variables include content blocking
considerations, stakeholder involvement in poliegidions, and differentiated access
levels for specific user groups. One of the mogtdrtant policy considerations is
deciding what content to block and the level ofcklag within each category. An
important conclusion drawn from the IT survey dates that in implementing filtering
policies, school districts were deciding to blockrencontent than CIPA requires. CIPA
requires E-rate discount recipients to filter asdesvisual images that are obscene, child
pornography, or harmful to minors. As E-rate resmps, this mandate applied to all

school districts from which the research data vadlected.
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School districts’ decisions to block more than £iequires may be explained by
the factors that influenced filtering decisionsP&lcompliance had the greatest influence
on content blocking decisions. The decision to blmore than CIPA requires may be
due to misinterpretation of CIPA’s guidelines dnextfactors. With the exception of
CIPA compliance, concern for student safety wasibet influential factor in filtering
policy decisions. Policymakers’ concerns about sttidafety likely lead them to block
perceived threatening content such as weapongnae| alcohol, tobacco, gambling,
drugs, criminal, and other illegal content. Maintag network security and bandwidth
preservation were also highly influential on filtey decisions, which may explain why
most districts filtered access to hacking, proxgidance, and malicious sites in addition
to Internet radio/TV, telephony, and media downka@ioncerns about litigation exerted
considerable influence on policymakers’ filteringctsions as well, which most likely
influenced them to filter controversial contentls@as alternative lifestyles, hate, racism,
cult, occult, sex education, and intimate appakkhough preventing non-educational
use and community/parental opinions exerted Ighgeimce on filtering decisions than
the aforementioned factors, both factors had aiderable influence on filtering
decisions. Community pressures and the need t@ptrewn-educational use could
possibly explain why school districts blocked caoniteuch as wikis, blogs, and Web-
based email, and contributed to decisions to bémckroversial content.

A prevailing supposition from survey and intervidata is that filtering policy
decisions were mostly made by district administisgttl” staff, and the filtering software
(the software’s default/recommended settings apogled). End user stakeholder groups

such as SLMS, teachers, students, or school-basenhigtrators had little input in
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filtering policy decisions. Conversely, when askfathe filter’'s default setting was
deployed, most IT respondents indicated the fateefault setting was not implemented.
These competing results suggest that districtsrbélger implementation with the filter's
default setting and modified these settings aseukddevertheless, end user input in
filtering policy decisions was mostly limited toggesting Web sites that should be
blocked or unblocked after the filtering solutioadhbeen implemented.

The establishment of differentiated user profitesneet the research, educational,
and professional needs of all user groups was anotinsideration under investigation.
Although districts had implemented some differeetigaccess levels, they were not
tailored to the needs of all user groups, or twigl® maximum access to online content.
For instance, some SLMS could access Web 2.0 coaenYouTube, but other
instructional staff could not access this contémbther instances, content such as
YouTube was unblocked for staff after school hobts,blocked during the school day
and unavailable for instructional purposes. Diffgi@ted access levels were not
established to meet the educational and reseaedsmd various student age groups,
such as elementary, middle, and high school groups.

School districts have implemented overly restrgfiltering policies mostly
without the input of the stakeholders with firstddmowledge of student and staff
information needs. Moreover, minimal steps weretedo tailor filtering policies to the

needs of specific user groups.

Research Question 2
Research question 2 asked, “What issues do SLM&ueter as they facilitate

information access on filtered computers?” To amghis question, the data collection
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instruments focused on filtering issues that wdeniified in the literature (see Table 4).
To determine the scope of these issues and thehegyaffected teaching and learning,
survey and interview data were collected abougrfitiver-blocking frequency, under-
blocking frequency, filter effectiveness, spectiipes of blocked educational content,
and the efficiency of unblocking procedures.

The data provided a portrayal of the issues SLM®entered as they facilitated
information access on filtered computing devicks,most prevalent of which was filter
over-blocking. A large majority of IT directors eged requests to unblock erroneously
blocked educational content, but only a few reagmeblocking requests on a frequent
basis. A similar majority of SLMS indicated filteoser-blocked educational content, and
almost half of SLMS respondents said over-blockiag a frequent issue. End users’
acquiescence to and tolerance of filtering polionest likely resulted in fewer
unblocking requests. Lack of awareness of unblackmocedures could also have
contributed to fewer unblocking requests. Thesefaanay explain why so few IT
administrators frequently received requests toastbfesources while many more SLMS
frequently encountered over-blocked educationatergn

An investigation into the types of blocked contpravided furthered
understanding of the types of filtering issues esers experienced. Most end users
encountered blocked controversial content sucliteshative lifestyles, hate groups,
cults, and the occult. Most end users experientmzked streaming media, health and
sex education, and Web 2.0 content as well. Siigatver than half encountered blocked
educational game and visual image sites. Over-bigaf the aforementioned subject

matter is directly related to policymakers’ decrsdo filter all or some potentially liable
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content categories such as alcohol/tobacco, crifiegal, cult/occult, drugs, gambling,
hate/racism, social networking, sex, educatiorerivdt radio/TV, and VoIP.

The results of the abovementioned content beingloleeked were far-reaching.
Instructional staff was prevented from accessiisgueces needed for instructional or
professional activities, and students were prevkfiten accessing information and
resources needed for classroom assignments, acgdodmost SLMS respondents. This
effect was particularly acute at the secondaryllageording to a comparison of
elementary and secondary SLMS’ responses. However;blocking occurred at all
academic levels. Specifically, teachers were un@bbarry out lessons they planned at
home because content accessible at home was blatketool. Students also
encountered situations where they conducted rdséarclass projects at home, but
could not complete the research at school becduseeo-blocking. Teachers were
reluctant to plan lessons that involved the usatefnet resources because of over-
blocked content. Students were unable to add im@geswerPoint presentations
because the images they needed were blocked. @n#icnstance noted that students
could not access all the information they needetherhistory of gaming because many
gaming sites were blocked. These interviewee smnportrayed the far-reaching
effects of the restrictive filtering policies tHadve been implemented in many South
Carolina school districts.

Many of the adverse effects of over-blocking cambtigated with efficient and
clearly communicated over-blocking procedures. Eratron of districts’ content
unblocking efficiency concluded that unblocking ggdures in most districts did little to

mitigate the adverse effects of over-blocking. $pedly, most end users waited 24
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hours or more for content to be unblocked, andhisfgroup, some waited more than a
month for content to be unblocked. Another intengstactor was that almost 20 percent
of SLMS were not sure of the unblocking wait perigdd-user acquiescence and
tolerance could be one explanation for SLMS’ uraiaty about unblocking wait periods
because users who acquiesce to blocked contenhaa@gek to get it unblocked, while
those who tolerate over-blocking attempt to lo@dternate content that is not blocked.
The result is these users may not submit requesgfsttcontent unblocked, therefore they
were uncertain about the unblocking wait time.

The prevalence of lengthy unblocking periods maytiributed to the absence of
on-campus individuals with filter override privileg and bureaucratic unblocking
procedures. Granting filter override privilegesthool-based staff such as
administrators, SLMS, or technology specialistsilifates timely access to blocked
content. However, most SLMS indicated school-bas$afi was not given filter override
privileges. When on-campus privileges were not g@énend users were required to
submit an unblocking request, some of which pasisedigh multiple bureaucratic
layers. Even when users could submit unblockingests directly from the blocked
page, there was a wait period. In the final analysnly a small percentage of school
districts provided immediate access to block canten

Another prevalent unblocking issue was uncertaatyut unblocking procedures.
Most SLMS indicated blocked page notifications dad provide unblocking instructions
while almost all of IT respondents indicated thediled page notifications provided
unblocking instructions. This discrepancy suggestsuctions may have been provided,

but were not clear to end users. For instancejrdgneviewee stated, “lI don’t know that
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people are told how to get something unblocked.liftkeon the blocked page is very
subtle.” In addition, an IT respondent stated, “Tilter instructs the end user to contact
the system administrator.” This unblocking instioietwas unclear because the system
administrator is not identified; therefore, endrssaay not have known who to contact
to get content unblocked. In addition, most IT cexgents indicated override privileges
had been granted to school-based staff; howevest 81dMIS, who are school-based
staff, indicated override privileges had not beeamted to school-based staff. This
finding provides additional evidence that there wadespread uncertainty about
unblocking procedures.

Over-blocking was the predominant filtering is&leMS encountered while
facilitating access in a filtered environment, batler-blocking and filter circumvention
affected end users as well. SLMS and IT administsaindicated that filter under-
blocking was far less of an issue than over-blogk&lmost half of IT respondents
received requests to block inappropriate contehilevslightly more than one-fourth of
SLMS occasionally encountered inappropriate contéevertheless, most IT and SLMS
respondents believed their districts’ filters weffective in preventing users from
accessing blocked content. Interviewee observaatstssuggest that filter
circumvention occurred occasionally, but was moatiyssue at the secondary level,
since elementary students were not as technolbggalvy. Even though under-
blocking and filter circumvention occurred lessgnently than over-blocking, the fact
that these issues occasionally occurred, understioeglawed nature of filtering

technology.
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Over-blocking was the most pervasive filteringus$or end users. As a result of
over-blocking, end users were denied access toallrange of educational content.
School districts’ unblocking procedures exacerb#tedegative effects of filter over-
blocking. Unblocking delays, uncertainty about waking procedures, and lack of on-
campus override privileges were factors that exzated the negative effects of filter
over-blocking. Over-blocking coupled with under-t#kong and filter circumvention were
factors that emphasized that technology protectieasures cannot be the sole Internet

safety approach for school districts.

Research Question 3

Research question 3 asked, “How are school distaidtiressing Web 2.0 safety
issues?” School district AUPs were analyzed tordatee how they had been adjusted in
response to Web 2.0 safety concerns. SLMS andrMegltems focused on the
implementation of Internet safety education programaddress specific Web 2.0 safety
issues such as social network interactions. SLM& akso asked their opinions about the
effectiveness of Internet safety approaches sudhtaset safety education. Interview
observations concurred with the literature revie andicate that policymakers’ Web
2.0 safety concerns included inappropriate studestings, inappropriate student
interactions online, and cyber bullying.

The AUP analysis determined that the majority dfosxd districts had not updated
their AUPs to address Web 2.0 safety issues. AU#te examined to determine if they
stated that minors were to be educated about apat®nline behavior including social
network and chat room interactions, and cyber mdlyawareness and response. Federal

CIPA guidelines required E-rate discount recipig¢atsclude this provision in their
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AUPs by July 1, 2012. This mandate applied to egehpol district included in the AUP
analysis, which was conducted after July 1, 201#b-Thirds of the school districts had
recently updated their AUPs (within the last thyears); however, one-third of this
group did not address educating minors about Wels&fety issues. Moreover, most
AUPs in compliance with the federal safety educatiandate were updated in 2012,
which indicates Web 2.0 safety policies were itadesof flux, and district-wide safety
education was in the beginning phase of implememaEssentially, a coordinated
district-wide Internet safety education program hasbeen a significant part of most
school districts’ online safety efforts.

SLMS’ survey and interview observations supportahevementioned
conclusion that safety education was not a sigamficomponent of most school districts’
online safety efforts. Many SLMS survey respondémigcated that a district-wide safety
education program had not been implemented. Others uncertain whether a program
had been implemented. SLMS’ interview and surveypmments largely indicated poorly
coordinated efforts to educate minors about Intesagety. Essentially, school districts
had passed the responsibility of Internet safetication to teachers and SLMS without
making it a requirement, without providing cleaidglines, or indicating that a specific
curriculum was required for compliance purpose$e@t indicated that students received
safety instruction on a one-time basis at the begmof the school year or via classroom
displays. Consequently, fewer than half of SLMSdwald their district’s Internet safety
approaches (i.e., AUPs, filtering, Cyber safetyaadion, monitoring, etc.) effectively

prepared students to navigate an unfiltered Intesneironment, safely and responsibly.
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Slightly more than one-third of SLMS respondentficated that a district-wide
safety education program had been implementedviateee statements about
implemented safety programs suggested these pregrane successful because of clear
guidelines, constant reinforcement of Internettyatencepts, and a concerted district-
wide focus on Internet safety education.

An interesting finding was that a large majority'défrespondents indicated a
district-wide Internet safety program had been enptnted while far fewer SLMS
indicated the same. One possible explanation ®dikcrepancy between the two groups
was that SLMS were inadequately informed aboutlikgict’s program. Another
plausible explanation is that IT respondents’ mayehequated the district’'s AUP as its
education program. IT respondent survey commemigatithe latter conclusion. For
instance, one IT respondent added the followingroent to the survey item about
district-wide safety education programs: “The dt$thas an Internet safety policy in
place and we are currently updating [it] to inclugeer bullying.”

At the time of the study’s survey, safety policiesre in a state of flux with Web
2.0 safety education in the early stages of implaaten for less than half of South
Carolina school districts. However, most AUPs, saiehich have not been updated in
more than nine years, were inadequate to addréssePtury safety issues because they
were written for an earlier technological era. 8afmlicies and safety education have
not been the primary focus of Internet safety ééfochool districts have mostly
implemented a one-dimensional, restrictive filtgrapproach to Web 2.0 and other
Internet safety issues, which may be underminindesit safety as well as information

access.
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Research Question 4

Research question 4 asked, “In what ways do filtepolicies impede access to
information and resources necessary to achievec2hstiry technology and information
literacy standards?” To answer this question, Id 8hMS survey items sought to
determine the accessibility of Web 2.0 resourcéschivpromoted the acquisition of
communication and collaboration skills. Intervieems also sought to define specific
Web 2.0 access issues. Concerns about safety sgciess cyber bullying and
inappropriate online interactions prompted polickera in most school districts to block
some or all Web 2.0 resources including wikis, blagnd social networking sites.
Consequently, many educational Web 2.0 sites weecessible to end users. SLMS’
survey data showed that almost two thirds of SLM&oentered blocked educational
Web 2.0 resources. SLMS’ survey data also revaakdschool districts’ filtering
policies impeded access to communication and amlé&lon tools. Similarly, interview
data demonstrated that access to the read/writewdsbmpeded. Interviewees provided
scenarios in which Twitter™, YouTube™, bloggingesitand Wordle™ were
inaccessible, certain Web 2.0 features includinging and site bookmarking were
disabled, and Web 2.0 access was restricted toletgfs.

Interview participants’ statements provide evidetitat restrictions on Web 2.0
access limited opportunities for students to dgwélt5' century communication and
collaboration skills. Specifically, many studentsresunable to practice online interaction
with peers and were unable to create online con@mitne communication with experts,
such as chemists or authors, was also inhibitedusecof Web 2.0 filtering. Some school

districts’ filtering policies differentiated Web@access and allowed staff access but
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prevented student access to this content. When concation and collaboration was
limited to staff accounts, individual student pagation was difficult and it inhibited
self-directed student learning. The abovementidneznet policy situations underscored
the manner by which such policies limit developmer2 1™ century skills.

One interviewee’s observation that Internet udecigs have not “kept up with
what it means to be a 2tentury learner” was applicable to policies impéened in
many districts. However, some school districts werginning to relax Web 2.0 filtering
restrictions. These districts were permitting asdesWeb 2.0 tools such as Edmodo™, a
social networking website for education, embracdapgle™ docs and Google’s™
collaborative tools, and providing access to Wébt@ols via SharpSchool’'s™ school
Web hosting services.

Still, Web 2.0 access was limited in most schostritts. Restricted Web 2.0
access restricted student engagement in onlineactiens, and other online activities
that enable students to enhanc& @dntury communication and collaboration skills.
Implications

This study added to the Internet use policy lite@atby comprehensively
investigating filtering and safety policy implemation and its effect on end users. The
study enlisted a large number of participants fR8school districts who were uniquely
positioned to inform the investigation. IT admingors, who typically play a key role in
Internet use policy implementation, provided infatian about content blocking
decisions, stakeholder involvement in policy dewisi factors influencing filtering
decisions, and specific filter configurations. SLM&ilitators of end user information

access, provided information about school-basdaBtdder input in policy decisions,
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filter over-blocking and under-blocking and itslugnce of information access, the
efficiency of unblocking procedures, and the impdamation of Internet safety education.
Accordingly, this study contributed to the filtegimnd safety policy domain by
addressing previously unexplored dynamics such)aschool districts’ filter
configuration details; 2) the degree to which safsécurity, and other concerns sway
policy decisions; and 3) the influence of a widega of filtering and safety policy issues
on end users.

The study participants were not selected via randampling; therefore,
generalization of the results may be limited. Néweless, the results were consistent
with related studies (Finsness, 2008; Fuchs, 2Bb2Zhauer, 2009), most of which were
anecdotal and/or less comprehensive. In additigoréwious investigations, the present
study supports the need for evaluation and revisi@thool districts’ Internet use
policies to permit more integration of 2&entury online technologies into the K-12
curriculum.

An overarching theme that emerged from this ingasion was that school-based
stakeholder groups (i.e., SLMS, teachers, admai®ts, students, etc.) had minimal
input in Internet access policy decisions. The iogtion of this finding is that when
Internet use policies are implemented without dtalaer input, they often fail to balance
the need for safety with the information needsraf esers. Individuals (IT administrators
and district administrators) without direct knowdedof online educational resources and
their educational benefits were making all Inteqp@icy decisions. This factor could
explain why non-teaching policymakers would eledbliock access to all blogging tools,

not realizing this decision would restrict accessducational blogging sites as well. This
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is just one illustration of the access issuesehatrge when school-based stakeholders
are excluded from filtering policy decisions.

Student safety, network security, network perforogamawsuits, non-educational
online activities, and community opinions are sasicssues policymakers must balance
when implementing Internet access policies. Thigstigation revealed that these
concerns substantially influenced school distriitering and safety policies. The
implication of this conclusion is tightly controtidnternet access policies that place so
much emphasis on potential safety and securityatbrthat access to educational
resources is impeded. Robinson, Brown, and Gre@l0jsupport this supposition when
they contend that the more school districts feausty threats, the more restrictive
district Internet access policies will be. Inpurfr school-based stakeholders could help
policymakers develop and implement Internet acpefisies that maximize access and
while maintaining security.

Another important theme that emerged from thiglgtuas lack of
communication. School districts’ Internet safetyigies were not clearly communicated
to stakeholders. IT respondents affirmed that esstsuwere informed about unblocking
procedures via the blocked page notification, sthased stakeholders were granted
override privileges, differentiated access leveld heen implemented, and a district-
wide Internet safety education program had beetheimented. To the contrary, most
SLMS respondents indicated that these filtering safdty policy measures had not been
implemented. These competing perspectives implgaehased stakeholders were not
adequately informed of Internet safety policies pratedures. The following respondent

observations confirm this supposition: “Unblockipigpcedures are not well known,”
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“The only thing that | know they do is that we havene-day program [Internet safety
program],” and “I am not sure if there is a progrmternet safety] created by the
District.” Including school-based stakeholders aligy decisions would result in better-
informed end users, and increased end user sujppdnternet access policies.

The use of a one-dimensional approach to Intesafety—the filtering
approach—was also a significant theme emerging frominvestigation. The
implications of this limited Internet safety strgyeare uncoordinated efforts to educate
minors about safe and responsible Internet usenafi@ctive, outdated AUPs. The
research results confirmed that both circumstaneze occurring, likely because of the
one-dimensional filtering approach to Internet saf€he literature suggests that the
enormous challenge of maintaining a safe onlinerenmnent for minors can only be
accomplished through a multidimensional approacth fitering technologies being one
dimension (Losinski, 2009; Sutton, 2012; OSTWG,®0hot the only dimension.
Finally, federal legislation mandates that multipieernet safety approaches including
filtering technology, monitoring, AUPs, and Intetisafety education be components of
districts’ Internet safety efforts.

The study clearly demonstrates that significamtiées to technology integration
in K-12 education still exist, with restrictive 8rhet access policies being one barrier.
The most salient barrier, access to technologyldrgely been overcome with the
assistance of the E-rate program and heavy invessnme computing technologies. The
result has been wired schools where computing tdobw is available in most settings
(Robinson, Brown, & Green, 2010), which sets tlagstfor full integration of computing

technologies in education. Yet availability does @avays equal accessibility,
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particularly in the case of online technology rases. Restrictive access policies render
many informational, interactive, and collaboratordine technologies inaccessible.
Consequently, frustrated end users may be moretagiuto incorporate computing
technologies into educational activities, and tedbgy use inside of school will continue
to be markedly different from outside of school,emdcomputing technology is
embedded in every aspect of society.

Recommendations

Recommendations for further study

In order to further validate the results of thisdy and to affect educational policy
changes, this study needs to be replicated inrdiftegeographical regions and on a
larger scale. This study was limited to particigaindbm a socially conservative state;
therefore, the results may not be applicable tero#tss conservative regions. Inclusion
of socially diverse participants in a similar stuglguld yield data that are more
representative and better inform filtering and sapmlicy implementation. Similar
research with other end user groups such as tegdtedents, and school-based
administrators would provide additional data withieh to evaluate existing Internet
access policies.

This research was conducted with the assumptmtriels restrictive filtering
policies result in increased access to online eduta resources, less user frustration,
increased technology integration, and ultimatetyasnced learning. In order to verify
this assumption, research should be conducted aomggdzow the most restrictive
filtering policies and the least restrictive padisiaffect end users. Additionally,

policymakers implementing the most restrictive piel typically cite safety and security
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as the basis for these policies, but do restrigitdeces lead to safer online
environments? An examination of the effectivenddess restrictive filtering policies
and very restrictive policies would verify the afarentioned assumptions, and provide
additional data to inform filtering and safety pglidecision making.

Another assumption of this research was that stardly reinforced Internet
safety education encourages students to exhil@t satd more responsible online
behaviors in filtered and unfiltered environmeitswever, research into the
effectiveness of Internet safety education and emess is lacking. The most recent
legislative Internet safety mandate requires schmificts to educate minors about safe
and responsible Internet use even though littken@vn about the effectiveness of this
Internet safety approach. A qualitative investigatof how Internet safety education
influences students’ online behaviors within antsmle of school would inform Internet

safety education and awareness program development.

Recommendations for Improved Policy and Practice

The results of this study underscored a numbéheifing practices and
procedures that were impediments to informatioressor delayed information access.
The research results suggest that implementatitimedbllowing recommendations
would lessen the access barriers end users encaufiteered environments.

e Involve school-based stakeholders (i.e., teacl&®]S, and administrators, etc.)
with direct knowledge of online educational res@srand end users’ access
issues in filtering policy decisions.

e Tailor access policies to the needs of individisdrugroups, including staff and

various academic levels, in order to maximize im¢rccess for each user group.
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e Provide filter override privileges for designatad@ampus staff such as
technology specialists, SLMS or administratorsgltow immediate access to
blocked educational content.
e Clearly communicate unblocking procedures to all esers via the blocked page
notification, and allow end users to submit unblogkrequests directly from the
blocked page to facilitate access to blocked cdnten
¢ Implement a multifaceted Internet safety prograat thalances filtering
technology with continuous reinforcement of safd essponsible technology use.
This balance can be achieved with an updated spédityy that clearly defines
acceptable use and incorporates Internet safetya¢idn with the use of 21
century communication and collaboration technolsgie
Summary

School districts have implemented filtering andesapolicies in response to
legislative and social mandates to protect studeois the proliferation of objectionable
Internet content. Some subject related literateaports that administrators are filtering
beyond federal and state mandates in order to doimty@asing security threats,
degraded network performance, and distractionsechlog non-educational Internet
content. Anecdotal literature suggested restridtivernet filtering policies limit access
to online resources, often involve time-consumingehucratic procedures for
unblocking acceptable Web sites, and ultimatelytleducators’ ability to integrate
online technologies fully into instruction. The ptem that propelled this study was the
need to verify the aforementioned filtering issaed to determine how they were

influencing information access and instruction.
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The goal of this investigation was to examine Imé¢filtering and safety policy
implementation in South Carolina’s public K-12 sclsoand its influence on teaching
and learning. A limited number of studies have siigated the effect of filtering policies
on teaching and learning. Therefore, the studgnidéd to update and expand upon
anecdotal or small-scale studies examining the@nite of Internet filtering on
instruction and information access in the K-12 gecthis study sought to provide
stakeholders (administrators, teachers, SLMS, @olgy coordinators, and parents) with
the data and information necessary to guide friteeand safety policy decisions.

The following research questions guided this study:

e How are filtering and safety policies being impleartezl in public schools?

e What issues do SLMS encounter as they facilitdtimation access on filtered
computers?

e How are school districts addressing Web 2.0 saéstyes?

e In what ways do filtering policies impede accessformation and resources
necessary to achieve 21st century technology dodhiiation literacy standards?

An extensive review of the literature determineat tihhere were numerous issues
surrounding filtering and safety policy implemerdat The study focused on the
following issues as identified in the literature:

e Content category blocking decisions and the ratefa those decisions,
¢ Stakeholder involvement in filtering/safety polidgcisions,

e Implementation of distinct filtering policies foiffirent user groups,

e The implications of over-blocking and under-bloakin

e The efficiency of unblocking procedures,
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e The effect of filtering policies on Web 2.0 accemsd
e The role of Internet safety education in studeninersafety efforts.

A mixed research methodology, including quanti@@wd qualitative approaches,
was used to address the research questions. Anaisyomiine surveys, which focused on
the aforementioned filtering and safety policy ssuwere designed to collect mostly
guantitative data. The research population cordst&LMS and IT directors. IT
administrators provided data about the technicasid®rations of filtering policy
implementation. SLMS, information access facilitatgrovided data about filtering and
safety policy issues and the influence of thesgeis®n end users. Subsequent one-on-
one telephone interviews with a small number of &_pMovided qualitative data. This
data provided a deeper understanding of schoaldsstinternet safety practices and
how they either impede or enhance information ao&5Ps were also examined to
determine whether districts were adjusting thefietygoolicies to include educating
minors about Web 2.0 safety issues.

Survey data was used to describe filtering andgafaicy decision making and
factors influencing policy decisions. The reseangtruments collected data that defined
end users’ experiences with content over-blockiumgler-blocking, and unblocking
practices. This data provided insight on the mammarhich these issues influenced
teaching and learning. This investigation also exachWeb 2.0 safety issues, and the
manner in which content filtering, AUPs, and Intreafety instruction was used to
address these safety issues. Finally, filteringcpes were examined to ascertain the
manner in which they impeded access to Web 2.Quress that enable students to

achieve 21 century collaboration and communication standards.
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The research conclusions provide a better undetistguof filtering policy
implementation from the perspective of IT directdrse data indicated policymakers
were configuring filters to block considerably maeinan visual images that were obscene
or harmful to minors (as CIPA stipulates). As notethe literature review, filtering
technology has not advanced to the level wheranteafficiently block only images.
Nevertheless, several factors influenced filtediegisions, the three most influential
being CIPA compliance, maintaining student safaty] maintaining network security.
The data also indicated that administrators werdigaring filters to preserve
bandwidth, prevent litigation, prevent non-eduaadicuse, and to a lesser extent, in
response to community opinions. IT and SLMS suda&a and interview observations
suggested that in most school districts, schooddasakeholders had minimal input in
policy decisions. The research results revealedyraanool districts were implementing
differentiated access levels for staff, but stugerggardless of age, level had the same
access level. This one-size-fits-all approachudent filtering resulted in more instances
when secondary level users experienced contentldweking.

Survey and interview results were combined torpgrthe issues SLMS
encountered as they facilitated information aceaessfiltered environment. Survey data
revealed that filters were somewhat effective mtg@eting students from inappropriate
content, but overly restrictive filtering policipsevented most end users from accessing
controversial subject matter, streaming media,theald sex education resources, and
Web 2.0 tools. Interview data supplemented sunredirigs by providing specific
scenarios in which filtering policies denied enengsaccess to educational resources. In

addition to the over-blocking issue, end users afsmuntered inefficient content
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unblocking procedures. Bureaucratic and poorly comioated unblocking procedures
and lack of on-campus override privileges delayaxss to blocked content.

An analysis of school districts’ AUPs coupled witlrvey and interview data
revealed that school districts were relying mostifilters to protect students from
online indecency. The majority of school distribtd not updated their AUPs to include
educating minors about Web 2.0 safety issues,eBtbtecting Children in the 21
Century Act (2008) required. Survey and intervieatedalso suggested that Internet
safety education was not an important Internettgaeproach in many school districts.
Over-reliance on filters to protect students froret¥2.0 safety issues resulted in
restricted access to Web 2.0 resources and thudapped students in acquiring®21
century communication and collaboration skillsesence, the research results show that
school districts’ filtering and safety policies wenostly outdated, and have not kept
pace with 21 century online technologies.

The researcher compared elementary and secontd&l$’ $esponses on survey
items specifically related to how Internet use gek influenced end users, including
students and instructional staff. Elementary amdiséary user groups encountered the
adverse effects of overly restrictive filtering jptes, but these adverse effects were more
pronounced at the secondary level. The fact that-blocking was more prevalent
among secondary users, suggests that secondamy sisieos’ information needs require
access to more of the content that filters typycelassify as controversial, potentially
liable or non-educational. Considerable over-blogkaccurs when filters are set to block

such content.
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This study shows that South Carolina school distivere mostly using a one-
dimensional and one-size-fits-all approach to imtésafety that resulted in restrictive
Internet filtering policies. Consequently, end sdead limited access to resources
enabling them to experience the Internet’s vastational benefits. School districts can
improve filtering and safety policies by includiegd users in policy decisions;
implementing unblocking procedures that permit irdrate access to blocked content;
differentiating access for staff and tailoring aaxaccording to students’ academic
levels; and using a multi-dimensional approacmterhet safety that includes filtering,
enforced AUPs, monitoring minors’ online accessl eonsistent Internet safety
education that is integrated with the use 6f @dntury online technologies.

The advent of ubiquitous Web 2.0 and mobile tetdgies has essentially
negated the effectiveness of “lock down” Internetess policies that aim to protect
students by blocking access to all potentially Hatrmontent. These reactive policies not
only undermine student safety by providing a faksese of security, but they widen the
gap between students’ in-school and out-of-schefinology use. Students must have
opportunities to apply safe and responsible ortieleaviors while using 2century
technologies for authentic learning activitiesohder to maximize these learning
opportunities, the focus of Internet safety mudt $fom restrictive Internet access
policies to proactive Internet safety strategied dmphasize digital citizenship
awareness and education. Otherwise, the in-scimaobat-of-school technology use gap
will only widen, and efforts to integrate 2tentury communication and collaboration

technologies will continue to be hampered.
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Appendix A

Expert Panelists and Instrument Evaluation/Revgion

Expert Panelists

Helen R. Adams, Online Instructor, School of Lilyrand Information Studies
Mansfield University, PA,

Scott S. Floyd, M.Ed., Director of Instructionalcheology
White Oak Independent School District, TX

Doug Johnson, Director of Media and Technology
Mankato Area Public Schools, MN

Melissa P. Johnston, Ph.D., Assistant Professtio@of Library and Information
Science, University of Kentucky, KY

Lynn Sutton, Ph.D., Dean, Z Smith Reynolds Library
Wake Forest University, NC

Instrument Evaluation and Revisions

Original Item (IT Survey) Average Item Revisions Based on
Rating  Expert Panel
(Mean) Recommendations

1) What is your job title? 3.25 No Revisions

2) Does your district participate in the E-ra  3.75  No Revisions
program?

3) What Internet content filtering product 3.25 Changed beginning of
does your district use? question to: “If your district
filters Internet access”

4) Which of the following content categorie 4.0 Revised question to state:

does your district filter? (Check all tha Please indicate the level of

apply)? filtering for the following
Adult/Mature, Alcohol/Tobacco, content categories. Select
Alternative Lifestyles (LGBT), “filters all” if the entire
Criminal/lllegal, Cult/Occult, content category is filtered,
Blogs/Wikis, Drugs, Email/Chat/Instan “filters some” if the category
Messaging, Gambling, Hate/Racism, is partially filtered, or “filters
Hacking/Proxy Avoidance, Internet none” if the category is not

Radio/TV, Intimate Apparel/Swimsuits filtered.
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Original Item (IT Survey)

Average
Rating
(Mean)

ltem Revisions Based on
Expert Panel
Recommendations

Media downloads/file sharing,
Malicious sites, Pornography/Nudity,
Sex Education, Social Networking,
Telephony (VOIP), Violence, Weapon:

5) Who decides which content categories
blocked?
District Administrators, Filtering
Software (district uses the program’s
default/recommended settings), IT Stz
School Board,
Committee of Stakeholders, Other
(please specify)

6) Please indicate the extent to which the
following concerns influence content
filtering decisions.

(Rate 1-5, 1 no influence-2

substantial influence)

CIPA Compliance, Preserving
Bandwidth, Preventing Non-education
use, Preventing Potential Litigation
(Lawsuits), Maintaining Network
Security, Maintaining Student Safety,
Community or Parental Opinions

7) For each statement, select the answer
corresponds with your district’s Internet
filtering policies and practices. (Answer
choices: Yes, No, Not Sure)

a) The district uses the filter’'s default
settings.

b) When appropriate, the filter is
configured to block specific sub-
categories instead of entire content
categories.

c) Filter settings can be overridden to
access educational content that has b
blocked unintentionally.

d) When users encounter blocked
content, the blocked page notification
provides instructions on how to get the
content unblocked.

4.0

3.75

4.0

Added a comment section for
additional filtered categories
or explanations.

Added “check all that apply,”
Added “media Specialists” as
a choice

Added a comment section.

Added a comment section.
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Original Item (IT Survey) Average Item Revisions Based on
Rating  Expert Panel
(Mean) Recommendations

e) Different access levels have been
established for specific user groups (i.
elementary students, secondary stude
teachers, staff)

f) Filter override privileges have been
granted to designated on-campus staf
(i.e., administrators, media specialists,
technology specialists)

8) The district has implemented an Interne 4.0 No Revisions
safety education program that includes
cyber bullying and social networking
safety issues.
Yes, No, Not Sure

9) During a typical week, please indicate 4.0 Inserted (or the person
how often you receive request to: responsible for
Block inappropriate content ( Never, blocking/unblocking content)
Rarely, Sometimes, Frequently) after “how often do you.”
Unblock educational content that has
been unintentionally blocked ( Never, Added a comment section for
Rarely, Sometimes, Frequently) respondents to describe

procedures for addressing
blocking/unblocking requests.

10) How effectively does the filter: 4.0 Added a comment section.
Block inappropriate content (Very
ineffective, Somewhat ineffective,
Somewhat effective, Very effective)
Permit access to educational content
(Very ineffective, Somewhat
ineffective, Somewhat effective, Very
effective)
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IT Administrators’ Survey

Introduction
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Thank you for responding to the filtering/safety pdicy survey. Your response is
vital to this research project and should take 10 mmutes or less to complete.

Proceeding to the next page indicates your volyrgarticipation in this research study.

Background Information
1) What is your job title?

2) Does your district participate in the federal Erate program?
The E-rate program provides discounts of 20 percertb 90 percent for eligible
telecommunications services, depending on econonmieed and location.

[]Yes
[1No
[ ] Not sure

3) If your district filters Internet access, what Internet filtering product is used?

Filtered Content Categories

4) Please indicate the level of filtering for thedllowing content categories.
Select "filters all" if the entire category is &hed, "filters some" if the category is
partially filtered, or "filters none" if the categois not filtered.

Filters all Filters some | Filters None

Adult/Mature @) @) @)
Alcohol/Tobacco @) @) @)
Alternative Lifestyles (LGBT) () () 0
Criminal/lllegal @) @) @)
Cult/Occult 0 @) @)
Blogs/Wikis QO @) QO
Drugs Q) Q 0
Email/Chat/Instant Messaging () () )
Gambling QO 0 @)
Hate/Racism @) @) @)
Hacking/Proxy Avoidance O QO 0
Internet Radio/TV @) @) QO
Intimate Apparel/Swimsuits () @) @)
Media downloads/file sharing () () 0
Malicious sites @) @) Q
Pornography/Nudity () () @)
Sex Education Q) @) @)
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Filters all Filters some | Filters None
Social Networking () () ()
Telephony (VOIP) () () ()
Violence () () ()
Weapons O @) @)

Additional filtered categories/Additional comments

Content Filtering Decisions

5) Who decides which content categories are blockedcheck all that apply)

[ ] Committee of Stakeholders
[ ] District Administrators

[ ] Filtering Software (district uses the softwardefault/recommended settings)

[ 11T staff

[ ] School Board

[ ] Media Specialists

[ ] Other, please specify

Content Filtering Influences

6) On a scale of 1-5, with 1 indicating no influereeand 5 indicating substantial
influence, how much do the following concerns inflence content filtering decisions?

1 2 3 4 5
CIPA Compliance () @) ) @) @)
Preserving Bandwidth () @) () @) @)
Preventing Non-educational Use () () () ()]0
Preventing Litigation (Lawsuits), () () () 010
Maintaining Network Security () () () () ) (
Maintaining Student Safety () () () () ()
Community or Parental Opinions () () @) O 10

Additional Comments:

Filtering Policies

7) Please indicate whether the following filteringpolicies are being implemented in

your school district?

Yes No Not sure
a) The district uses the filter's default settings.( ) () ()
b) When appropriate, the filter is configured to( ) () ()
block specific sub-categories instead of entire
content categories (i.e., filter settings block
non-educational Web 2.0, but allow educatiopal
Web 2.0 tools).
c) Filter settings can be overridden/adjusted {q ) () ()
access educational content that has been
blocked unintentionally.
d) When users encounter blocked content, the () ) ( ()
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Yes No Not sure

blocked page notification instructs users how to
get the content unblocked.

e) Different access levels have been set for | () () ()
specific user groups. (i.e., elementary students,
secondary students, staff)

f) Filter override privileges have been granted( ) () ()
for designated on-campus staff (i.e.,
administrators, media specialists, technology
specialists).

Additional comments:

Internet Safety Education Program

8) The district has implemented an Internet safetyprogram that educates students
about appropriate online behavior, including socialnetworking and chat room
interactions, and cyber bullying awareness and regmse.

[]Yes

[1No

[ ] Not sure

Additional comments:

Blocking/Unblocking Frequency
9) During a typical week, how often do you (or th@erson responsible for
blocking/unblocking content) receive requests to:

Never Rarely Sometimes| Frequently
a) Block inappropriate () () () ()
Internet content?
b) Unblock educational () () () ()
content that has been
unintentionally blocked?

Briefly describe the procedure for addressing bilngkinblocking requests.

Filter Effectiveness
10) How effectively does the filter:

Very Somewhat Somewhat Very
ineffective ineffective effective effective
a)Block 0 0 0 0
inappropriate
content
b)Permit access to () () () ()
educational
content

Additional Comments:

Thank You!
Thank you for responding to the survey!
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Appendix C

School Library Media Specialists’ Survey

Introduction

Thank you for responding to the filtering/safety pdicy survey. Your response is
vital to this research project and should take lesthan 10 minutes to complete.
Proceeding to the next page indicates your voluntgrparticipation in this research
study.

Title/Academic Level
1) What is your:

a) Job Title?:
b) Academic Level (of your school) (i.e, K-5, 6812, etc. )?:

Content Blocking Decisions

2) Who decides which content categories are blockedcheck all that apply)

[ ] Committee of Stakeholders

[ ] District Administrators

[ ] Filtering Software (district uses the softwardefault/recommended settings)
[ 11T staff

[ ] School Board

[ ] Media Specialists

[ ] Other, please specify

Additional Comments:

Over-blocking Content

3) If the Internet filter over-blocks, what kind of educational/instructional content
does it block? (check all that apply)

[ ] Business/Finance

[ ] Controversial content (i.e, LGBT, alternativiestyles, hate groups, cults, occult, etc.)
[ ] Educational games

[ ] Health/Sex Education

[ ] Sports and Recreation

[ ] Streaming media (i.e. Youtube, UStream.tv, iné¢ Radio, etc.)

[ ] Virtual Worlds

[ ] Visual images

[ ] Web 2.0 resources (i.e., Wikis, blogs, socabkmarking tools, etc.)

[ ] Other, please specify

Additional Comments:

Unblocking Time
4) If the filter unintentionally blocks educational Web content, how long does it
usually take to get the content unblocked?
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[ ] Content is unblocked immediately
[ ] Less than 1 hour

[ ] Several hours

[]1-2 days

[]3-4 days

[]1-2 weeks

[]3-4 weeks

[ ] More than 1 month

[ ] Content cannot be unblocked

[ ] Not sure

Over-blocking/Under-blocking Frequency
5) During a typical week, how often does the filter

Never Rarely Sometimes Frequently
Permit access to () () () ()
objectionable content (undey-
blocking)
Prevent access to () () () ()

information/resources that
support educational,
professional, or personal
growth (over-blocking)

Filter Effectiveness

6) Considering the filter's over-blocking/underdikmg efficiency, how would you rate
the filter's overall effectiveness?

() Very ineffective

() Somewhat ineffective

() Neutral

() Somewnhat effective

() Very effective

Additional Comments:

Filtering/Safety Policies and Practices
7) Have any of the following Internet filtering/sakty policies or practices been
implemented in your school district?

Yes No Not sure

a) Input from all stakeholders is () () ()
considered when content filtering
decisions are made.

b) Designated on-campus staff have filte() () ()
override privileges (i.e. administrators,
media specialists, technology specialists).

¢) When users encounter blocked conterit) () ()
the blocked page notification instructs
users how to get the content unblocked|

d) Different access levels have been @) @) @)
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established for specific user groups

(elementary users, secondary users, st

aff).

e) An Internet safety education program ()

that educates students about appropriate
online behavior (including social network
and chat room interactions, and cyber
bullying awareness and response) has

been implemented.

0)

0)

Additional Comments:

Filtering/Safety Policy Opinions
8) Please indicate the level of your agreement withe following statements about
the district's/school's Internet filtering policies/practices.

Strongly
Disagree

Disagree

Neutral

Agree

Strongly
Agree

a) The Internet filter
prevents instructional staf
from accessing resources
needed for instructional o
professional activities.

f

()

()

()

()

()

b) The Internet filter
prevents students from
accessing
information/resources
needed for classroom
assignments.

0

()

()

()

0)

c) The Internet filter
prevents users from
deliberately or
unintentionally accessing
inappropriate content.

0

()

0)

()

0)

d) Filter override
procedures allow timely
access to blocked
resources/information.

()

()

()

()

0)

e) Filtering and safety
policies facilitate easy
access to online
collaboration and
communication tools (Wel
2.0).

(=]

()

()

()

()

0)

f) Filtering and safety
policies/practices (i.e.
Acceptable Use policies,
Cyber-safety education,

monitoring, etc.) prepare

()

()

()

()

0)
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students to be safe and
responsible users in
unfiltered environments.

Additional Comments:

Thank You!

| am seeking 4-5 survey respondents to participadebrief follow-up telephone
interview. If you are willing to be interviewed,galse email me at tyler@nova.edu or call
me at 803-699-6479 (H) or 803-553-3276 (M).

Thank you for taking the survey, your input is Witathis research study.
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Appendix D
Interview Protocol
An Examination of Internet Filtering and Safety iPplTrends and Issues in
South Carolina’s K-12 Public Schools

Interview with Date Time:
Phone:

Hello. | want to thank you for your willingness participate in this research study on
Internet filtering and safety policy implementatidine research goal is to determine how
Internet use policies influence teaching and leayni

This interview will take 20-25 minutes. If at angne you wish to end your participation,
just let me know. If you do not wish to have thiermation you have provided included
in the study, | will destroy it when this conveisatis terminated, along with my notes.
Let's begin.

Question Set 1-- Stakeholder Involvement in Policglecisions (RQ1)

How are stakeholders (teachers, media specialiss&udents, parents, etc.) involved
in filtering and safety policy decisions? (i.e., dthey have input in content blocking
decisions, developing AUPs, or establishing filtarnblocking practices/procedures?)

If stakeholder involvement is If stakeholder involvement is significant:
minimal or nonexistent
Would the district’s safety/filtering Does stakeholder involvement have a
policies be more effective if positive influence on access to online
stakeholders were more involved in  resources and on student online safety?
filtering and safety policy decisions? Why or Why not?

Why or Why not?

Question Set 2 -- Unblocking/blocking procedures ahpractices: (RQ1, RQ2)
Please describe your district’s unblocking proceduss/practices that have been
established to allow access to content the filteddcks unintentionally.
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Do you believe these unblocking procedures/practisdacilitate or impede access to
information?

Facilitate Impede
What specific practices enhance What specific practices impede or delay
information access? access information?

Question Set 3 — Influence of over-blocking and uret-blocking on

teaching/learning: (RQ2)

In your view, has filter under-blocking (allowing access to inappropriate content) had an
adverse influence on learning or student safety?

Yes No

Can you give specific examples of wher Go to next question.
under-blocking had an adverse

influence on instruction or student

safety?

How frequently do students circumvent the filter togain access to blocked content?

Has over-blocking (preventing access to educationeésources) adversely influenced
student or teacher access to educational resources?

Yes No

Can you give some examples of when over- Go to Question Set 4

blocking prevented students from

information needed for assignments or

teachers from resources need for instruction

or professional development?
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What strategies do students/teachers use to
gain access to blocked content when it is
needed for instruction or classroom
assignments?

Question Set 4 — Internet safety education program@Q3)

What Internet safety education program(s) has youdistrict implemented to
educate students about responsible online behavio(# there are no programs in
place, go to question set 5)

In your view, are these Internet safety education pgrams effective in preparing
students to safely and responsibly navigate the latnet in filtered and unfiltered

settings?

Yes No

What makes your Internet safety What makes the Internet safety education
education program effective? program ineffective?

How can the Internet safety program(s)
and policies be improved to increase overall
effectiveness?

Question Set 5 — Web 2.0 safety and access issyB€3, RQ4)

In your view, do the district’s filtering and safety policies restrict access to Web 2.0

tools that foster online communication and collabaation? (i.e., wikis, blogs, Google

docs)

Yes No

What safety concerns prompt policymakers What specific policies/practices have

to restrict Web 2.0 access? been implemented to facilitate access



In what ways do these policies restrict acces to online communication and
to Web 2.0 tools? collaboration tools?

How does restricted access to Web 2.0 tools
limit attainment of 21 century information
literacy and technology standards?

Conclusion

Is there anything else you would like to share regding Internet filtering/safety
policy implementation and how it affects the SLMS’snission to provide
information in the least restrictive and most timey manner?

192
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Appendix E

Protocol for Analyses of Artifacts (AUPS)

Research Question: How are school districts adargdVeb 2.0 safety issues?

Beginning July 1, 2012, E-rate applicants are meguio update their Internet safety
policy (AUP) to reflect the requirements of the 8@®otecting Children in the 21
Century Act. To address Web 2.0 safety issues,adchstricts must certify that their
Internet safety policies have been updated to deofor educating minors about
appropriate online behavior including interactinghvother individuals on social
networking Web sites and in chat rooms and cyb#yihg awareness and response.

School District Name:

The AUP was last updated on: Date:

Has the AUP been updatedto Yes No
provide for educating minors
aboutappropriate online
behavior including interacting Comments -- including

with other individuals on references to educating

social networking Web sites minors, social networks, cyber
and in chat rooms and cyber bullying, etc.

bullying awareness and
response?
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Appendix F

Letter to Expert Panelists

Hello,

My name is Mary Tyler and | am a Ph.D. student a¢&Southeastern University’s
Graduate School of Computer and Information Scienkly dissertation research
focuses on Internet filtering and safety policy lempentation in South Carolina’s public
schools, and its influence on information accesbiastruction. | have read your
contributions to the knowledge base in this donaaid am seeking your assistance.
Would you be willing to serve on my dissertatiompent panel as a subject matter expert?
The expert panel’s role is to assist in validatimg data collection instruments for the
proposed research. These instruments have begnddgsp answer the following
research questions:
e How are filtering and safety policies being impleartezl in public schools?
e What issues do school library media specialistoenter as they facilitate
information access on filtered computers?
e How are school districts addressing Web 2.0 saéstyes?
e In what ways do filtering policies impede accessformation and/or resources
necessary for achieving 2 tentury technology and information literacy
standards?

Expert panelists are asked to rate each item fevaace to the research questions, assess
the comprehensiveness of the instruments (do ttheguately cover the topic?), and
provide comments regarding content, wording, forraad clarity? If you are willing to
participate, please click on the links below toemscthe evaluation instruments.

IT Survey evaluation:
http://edu.surveygizmo.com/s3/784410/IT-AdminisiratSurvey-Evaluation

School library media specialists survey evaluation:
http://edu.surveygizmo.com/s3/784286/Media-SpesimiSurvey-Evaluation

If you have any questions regarding this study, y@y contact me ayler@nova.edu
Thank you in advance for your time and expertise.

Mary Tyler
tyler@nova.edu
(803) 553-3276
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Appendix G

Letter to School Districts Requesting AuthorizattorConduct Research

January 24, 2012
Dear Superintendent and School Board Members,

| am a retired educator and Nova Southeastern Uhbityaloctoral student in the
Graduate School of Computer and Information Sciemiepartment. The goal of my
dissertation research is to investigate Intertietring and safety policy implementation
in South Carolina’s public schools and its influemmn teaching and learning. This
investigation requires surveying a sampling of texdbgy directors and media specialists
in the state. Therefore, | am requesting permisganvite your district’'s technology
director and media specialists to participate enghrvey.

The media specialists and IT surveys, which asch#d, will consist of about ten items
asking about your district’s Internet filtering poés and practices, the effectiveness of
your filtering software and safety policies (AUPSdw Internet filtering/safety policies
influence teaching and learning, and how Web 2i@gassues are being addressed.

The surveys will be completely anonymous and caadeessed via SurveyGizmo’s
Website. Survey participants will be sent a Wek tmaccess the surveys. At no time
will participants’ or school districts’ names beeddn this research.

The research results will provide district policjkaes and stakeholders with research-
based data to inform Internet access policy dewssiand prescribe practices that
optimize access to the most recent online educti@sources. Thank you in advance
for supporting and advancing this research study.

Sincerely,

Mary E. Tyler-Vicks
Doctoral Candidate, Nova Southeastern University

Please mail your approval in the enclosed selfesiid stamped envelope or fax it to the
above toll-free fax number.

School District grants [Esiomn does not grant
permission for media specialists and the technotbggctor to be sent invitations to
participate in the proposed research study.

and/or
Superintendent’s Signature School Boardi@an’s Signature
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Appendix H
IRB Approval

NOVA SOUTHEASTERN UNIVERSITY
Office of Grants and Contracts
Institutional Review Board

NSU MEMORANDUM
To: Mary Tyler
From: Ling Wang, Ph.D.

Institutional Review Board %
Date: April 12,2012

Re:  An Examination of Internet Filtering and Safety Trends and Issues in South Carolina’s K-12 Public
Schools

IRB Approval Number: wang04151204

I have reviewed the above-referenced research protocol at the center level. Based on the information
provided, | have determined that this study is exempt from further IRB review. You may proceed with your
study as described to the IRB. As principal investigator, you must adhere to the following requirements:

1) CONSENT: If recruitment procedures include consent forms these must be obtained in such a
manner that they are clearly understood by the subjects and the process affords subjects the
opportunity to ask questions, obtain detailed answers from those directly involved in the research, and
have sufficient time to consider their participation after they have been provided this information.

The subjects must be given a copy of the signed consent document, and a copy must be placed in a
secure file separate from de-identified participant information. Record of informed consent must be
retained for a minimum of three years from the conclusion of the study.

2) ADVERSE REACTIONS: The principal investigator is required to notify the IRB chair and me
(954-262-5369 and 954-262-2020 respectively) of any adverse reactions or unanticipated events that
may develop as a result of this study. Reactions or events may include, but are not limited to, injury,
depression as a result of participation in the study, life-threatening situation, death, or loss of
confidentiality/anonymity of subject. Approval may be withdrawn if the problem is serious.

3) AMENDMENTS: Any changes in the study (e.g., procedures, number or types of subjects, consent
forms. investigators, etc.) must be approved by the IRB prior to implementation. Please be advised
that changes in a study may require further review depending on the nature of the change. Please
contact me with any questions regarding amendments or changes to your study.

The NSU IRB is in compliance with the requirements for the protection of human subjects prescribed in Part
46 of Title 45 of the Code of Federal Regulations (45 CFR 46) revised June 18, 1991,

Ce: Protocol File

3301 College Avenue  Fort Lauderdale, FL. 33314-7796  (954) 262-5369
Fax: (954) 262-3977 » Email: ingal@nsu.nova.edu » Web site: www.nova.edu/cwis/oge
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Appendix |

Media Specialists’ Survey Invitation Email

Dear Colleague,

| am requesting your participation in a researdigiabout Internet filtering and safety
policies in South Carolina’s public schools. Thasearch is being conducted as part of a
doctoral dissertation at Nova Southeastern UnityensiFort Lauderdale, Florida. The
purpose of the study is to determine how theseiesliaffect information access and
instruction in South Carolina’s public schools. Thsults of this study will provide
stakeholders and policymakers with useful dataei@uating and improving existing
Internet use policies.

| am seeking your input because media speciabsifithte information access and are
keenly aware of the issues users encounter whgrst@ch for information on filtered
computing devices. You also play a critical roleeducating users about safe and
responsible Internet use.

Below is a secure link to the online survey. Yoesponses will be anonymous and your
name will not be attached to any results. The suiveser-friendly and should take no
more than 10-15 minutes. Completing the surveyciagis your voluntary participation in
this research study.

http://edu.surveygizmo.com/s3/940684/Media-SpestmiSurvey

| appreciate your willingness to participate in sugvey. If you have any questions
please feel free to contact me.

Mary Tyler,

Principal Investigator,

Graduate School of Computer and Information Scignce
Fort Lauderdale, Florida 33314

Contact Information:

tyler@nova.edu
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Appendix J

IT Administrators’ Survey Invitation Email

Dear Colleague,

| am requesting your participation in a researcdigibout Internet filtering and safety
policies in South Carolina’s public schools. Thasearch is being conducted as part of a
doctoral dissertation at Nova Southeastern UnityensiFort Lauderdale, Florida. The
purpose of the study is to determine how filteramgl safety policies affect information
access and instruction in South Carolina’s puldiwsls. The results of this study will
provide stakeholders and policymakers with usefddor evaluating and improving
existing Internet use policies.

| am seeking your input because IT administrattag p critical role in establishing and
implementing filtering and safety policies. You ateo knowledgeable of the technical
considerations of filtering software selection aodfiguration.

Below is a link to the online survey. Your respasél be anonymous and your name
will not be attached to any results. The survaysisr-friendly and you should be able to
complete it within 15 minutes. Completing the syriredicates your voluntary
participation in this research study.
http://edu.surveygizmo.com/s3/958372/IT-Survey

| appreciate your willingness to participate antleayour input. If you have any
guestions before or after completing the surveggsdeel free to contact me.

Mary Tyler,

Principal Investigator,

Graduate School of Computer and Information Scignce
Fort Lauderdale, Florida 33314

Contact Information:

tyler@nova.edu
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Appendix K

Al

NSU

NOVA SOUTHEASTERN UNIVERSITY

Interview Consent Form

Consent Form for Participation in the Research wimitled An Examination of
Internet Filtering and Safety Policy Trends andi¢ssin South Carolina’s K-12
Public Schools

Funding Source: None

IRB protocol #: 04151204

Principal investigator(s) Co-investigator/Commitee Chair
Mary E. Tyler Steven Zink, Ph.D.

422 Ridge Trail Dr. Nova Southeastern University
Columbia, SC 29229 3301 College Avenue
803-699-6479 DeSantis Building, #4108
803-553-3276 Fort Lauderdale, FL 33314

(954) 262-2020 or 800-541-6682

For questions/concerns about your research rigbtgact:
Institutional Review Board

Nova Southeastern University

Office of Grants and Contracts

(954) 262-5369/Toll Free: 866-499-0790
IRB@nsu.nova.edu

Description of the Study:

What is the study about?

You are being asked to take part in a researcly sthdut Internet filtering and
safety policies in South Carolina’s public schodlse purpose of the study is to
examine filtering and safety policy practices anacgdures to determine how
they may be influencing information access andutsion. The study utilizes
multiple surveys and interviews to collect data.

Why are you asking me?

You are being asked to participate in the intervahase of the study because you
responded to the initial media specialists’ suraegl you agreed to take part in
the post-survey telephone interview.

What will | be doing if | agree to be in the study?
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If you participate in the interview phase of thedst, you will be interviewed
about your district’s filtering and safety policyagatices/procedures. The
interview will also address your convictions ancicerns about how Internet use
policies influence end users’ access to informaéind resources.

Audio/Video Recording

Is there any audio recording?

Interviewswill not be audio recorded. The researcher will take extensotes
during the interviews.

Risks/Benefits to the Participant:

What are the dangers to me?

All studies have some risks, whether direct ornexcti However, the present
research involves no more than minimal risks aseaks to investigate your
district’s Internet filtering/safety policies andyr perception of how these
policies may be affecting teaching, learning, awndents’ online safety. The
procedures or activities in this study may havenowkn or unforeseeable risks. If
you have any concerns about the risks or the ksradfparticipating in this study,
you can contact Mary E. Tyler, Dr. Steven Zink{lee IRB office at the numbers
indicated above.

Are there any benefits to me for taking part in ths research study?

There are no direct benefits, but the proposedystiltlarm school district
stakeholders with the data and information necgdsaguide filtering and safety
policy decisions. The study will also prescribéeiiing practices that may lead to
improved Internet filtering and safety policies.

Costs and Payments to the Participant:
Will | get paid for being in the study?
No payments will be made to participants in thiglgt

Will it cost me anything?
There are no costs to you for participating in gtigdy.

Confidentiality and Privacy:

How will you keep my information private?

Every effort will be made to keep participants’armhation entirely confidential.
No risk of exposure of sensitive information dué¢he research process is
anticipated and data collected during the intergigul be handled and stored
securely to protect participants’ privacy. Intewidata will be retained in a
secure digital file for 36 months from the conctusof the study. No personally
identifiable information will be revealed in theél report. That is, all
information obtained in this study is strictly catential unless disclosure is
required by law.
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Research records identifying you may be examinetthéyrincipal investigator’s
dissertation chair, the Nova Southeastern Uniyersgtitutional Review Board,
and other regulatory Agencies.

Participants Right to Withdraw from the Study:

What if | want to leave the study?

You have the right to leave this study at any toneefuse to participate. If you do decide
to leave or you decide not to participate, you wilt experience any penalty or loss of
benefits to which you are entitled. If you chotsevithdraw, any information collected
about you before the date you leave the studybeikept in the research records for 36
months from the conclusion of the study, but yoy memuest that it not be used.

Other Considerations:

If significant new information relating to the siudecomes available, which may relate
to your willingness to continue to participate stmformation will be provided to you by
the investigator.

Voluntary Consent:

By signing below, you indicate that

¢ this study has been explained to you

e you have read this document or it has been regduo

e your questions about this research study have &desnered

e you have been told that you may ask the researeimgrstudy related questions in
the future or contact them in the event of a redeeaglated injury

e you have been told that you may ask InstitutioratiBw Board (IRB) personnel
guestions about your study rights

e you are entitled to a copy of this form after yavé read and signed it

e you voluntarily agree to participate in the studyitied “An Examination of
Internet Filtering and Safety Policy Trends andiéssin South Carolina’s K-12
Public Schools.”

Participant's Signature: Date:

Participant’s Name: Date:

Signature of Person Obtaining Consent:

Date:
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